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Video in Survey Interviews: Effects on 
Data Quality and Respondent Experience

Frederick G. Conrad1, Michael F. Schober2,  
Andrew L. Hupp1, Brady T. West1, Kallan M. Larsen1, 
Ai Rene Ong1 & Tianheao Wang1

1 Institute for Social Research, University of Michigan, Ann Arbor
2 Department of Psychology, The New School for Social Research, 
New York

Abstract
This study investigates the extent to which video technologies – now ubiquitous – might be 
useful for survey measurement.  We compare respondents’ performance and experience (n 
= 1,067) in live video-mediated interviews, a web survey in which prerecorded interview-
ers read questions, and a conventional (textual) web survey. Compared to web survey re-
spondents, those interviewed via live video were less likely to select the same response for 
all statements in a battery (non-differentiation) and reported higher satisfaction with their 
experience but provided more rounded numerical (presumably less thoughtful) answers 
and selected answers that were less sensitive (more socially desirable). This suggests the 
presence of a live interviewer, even if mediated, can keep respondents motivated and con-
scientious but may introduce time pressure – a likely reason for increased rounding – and 
social presence – a likely reason for more socially desirable responding. Respondents “in-
terviewed” by a prerecorded interviewer, rounded fewer numerical answers and responded 
more candidly than did those in the other modes, but engaged in non-differentiation more 
than did live video respondents, suggesting there are advantages and disadvantages for 
both video modes. Both live and prerecorded video seem potentially viable for use in pro-
duction surveys and may be especially valuable when in-person interviews are not feasible.

Keywords:	 live video survey interviews, video mediated interviews, video web surveys, 
pre-recorded video interviews, survey satisficing, sensitive questions, disclo-
sure of sensitive information
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Since video capability has become standard on computers and smartphones, video 
communication has become ubiquitous–at least for those with access to the right 
equipment and connectivity. For many, two-way live video communication has 
become an indispensable option for remote personal and business communication. 
One-way video communication has also become commonplace, whether via live 
streaming (from baby monitors to video doorbells to security surveillance systems) 
or via the recorded video that has become a fixture of the environment, from tele-
vision screens in countless public places to online instructional videos to personal 
videos recorded and posted by smartphone users. 

To what extent might video technologies be useful for collecting survey data? 
Even before video was ubiquitous, survey methodologists investigated the poten-
tial of live video for interviewing (Anderson, 2008) and video recordings of inter-
viewers embedded in self-administered questionnaires (e.g., Fuchs, 2009; Fuchs 
& Funke, 2007; Gerich, 2008; Krysan & Couper, 2003), or both (Jeannis et al., 
2013). Since the proliferation of everyday video communication, investigators have 
compared data quality between traditional modes and live video in the laboratory 
(Endres et al., 2022) or between traditional modes and embedded recorded video 
in the field (Haan et al., 2017), concluding that survey data collection using video 
technologies is feasible and warrants further investigation. 

In the current study, we compare two video “interviewing” modes, Live Video 
and Prerecorded Video (video recordings of an interviewer asking survey ques-
tions, embedded in a web survey), with each other and with a conventional web 
survey, focusing on data quality and respondents’ experience completing the ques-
tionnaire. We see these comparisons as particularly important as the COVID-19 
pandemic has introduced new health and safety concerns about in-person data col-
lection, compounding in-person interviewing’s continued challenges and increas-
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ing interest in alternatives (Schober, 2018)1. It is important to better understand 
how video interviews should be designed and implemented (Schober et al., 2020), 
how video technologies (live or prerecorded) might affect respondent participation, 
engagement, disclosure, rapport, or conscientiousness, and how video interviewing 
(live or recorded) might compare with data collection modes currently in use with 
respect to access, data quality, or cost.

Our strategy was to compare response quality for the same 36 survey ques-
tions in each of these three modes, with questions in the live and prerecorded video 
modes asked by the same 9 interviewers (a larger number than in prior studies). We 
examine data quality with four widely used measures of conscientious respond-
ing that presumably reflect respondents’ thoughtfulness, i.e., the extent to which 
respondents are investing full effort in answering rather than taking mental short-
cuts or “satisficing” (Krosnick, 1991; Krosnick & Alwin, 1987; C. Roberts et al., 
2019; Simon, 1956) and honesty, i.e., providing socially undesirable and likely 
uncomfortable but also likely truthful answers (e.g., Schaeffer, 2000; Tourangeau 
& Smith, 1996). To measure thoughtfulness in answering objective factual ques-
tions that require numerical responses, we measured the prevalence of rounded 
(“heaped”) answers, i.e., ending in a zero or a five; in general, unrounded answers 
are assumed to be more likely to result from deliberate, memory-based thought pro-
cesses than from estimation (Brown, 1995; Conrad, Brown, & Cashman, 1998), and 
they have been shown to be more accurate in answers to these kinds of questions 
(Holbrook et al., 2014). 

We measured thoughtfulness in answering multiple questions that use the 
same response scale, e.g., from “strongly favor” to “strongly oppose,” by looking at 
the extent to which respondents selected the same option for all statements in a bat-
tery (Herzog & Bachman, 1981), on the assumption that at least some differentia-
tion in the answers reflects more thoughtful responding (Krosnick, 1991; Roberts et 
al., 2019). We measured honest responding2 through increased reporting of socially 
undesirable information such as more visits to pornography sites or more reports 
of not voting in local elections on the assumption that more embarrassing or stig-
matized answers to survey questions are more likely to be true (e.g., Kreuter et al., 
2008; Tourangeau & Yan, 2007; Turner et al., 1998). In addition, we use answering 
a greater proportion of sensitive questions, i.e., fewer refusals to answer them, as 
additional evidence of honesty.

1	 We use “in-person” for interviews with physically copresent participants rather than 
“face-to-face,” as live video certainly involves faces, potentially amplifying their im-
portance compared to in-person interactions. 

2	 We use the term “honest” though we recognize that more socially desirable responding 
can occur for many reasons and does not necessarily involve a conscious intention to 
mislead (e.g., Schaeffer, 2000; Schober & Glick, 2011). 
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Our strategy for measuring respondent experience during data collection was 
to ask post-interview, online debriefing questions about how respondents had felt 
during the survey and (for the live and prerecorded video respondents) about any 
technical problems they may have experienced during the interview. 

Features of the Modes and Implications for 
Response Quality
To develop expectations about how the quality of data collected in the three modes 
might differ, we have decomposed the modes into (at least some of) their features. 
This is presented in Table 1. The modes as we implemented them differ on several 
features, any of which or any combination of which could affect response quality 
and respondent experience. The values in the table suggest that live video inter-
views create social presence of the interviewer – a sense that a human interlocu-
tor is present (Lind et al., 2013): respondents and live interviewers can engage in 
dialogue, and the interviewer’s facial expressions can change based on the respon-
dents’ speech and behavior; the spoken questions and facial movement in prere-
corded video may create a weaker sense of social presence. The web survey mode 
and prerecorded video are self-administered in the sense that the respondent con-
trols the flow of the “interview”; self-administration likely creates a greater sense 
of privacy for respondents than is present in live video interviews (e.g., Kreuter, 
Presser & Tourangeau, 2008; Tourangeau & Smith, 1996). 

Based on these features, how might live video interviewing affect response 
quality relative to a web survey? For thoughtful responding, the increased social 
presence of the interviewer in live video could lead respondents to feel more 
accountable for their answers or, from another perspective, less able to get away 
with low effort responding, which could lead to less non-differentiation than in a 
web survey. Endres et al. (2022) observed a similar result in comparing live video 
interviews to web surveys. 

On the other hand, live video interviews could increase rounding by creating 
time pressure and thus quicker responses to avoid awkward silences as in everyday 
conversation (e.g., Jefferson, 1988; F. Roberts & Francis, 2013). More specifically, 
increased time pressure may push respondents to replace more time-consuming 
recall-and-count strategies with faster estimation processes that are more likely to 
result in rounded answers (Brown, 1995; Conrad et al., 1998; Holbrook et al., 2014). 

With respect to socially desirable responding, live video could feel more 
intrusive and create more opportunity for respondents to feel judged than a web 
survey, potentially leading respondents to produce fewer socially undesirable (i.e., 
fewer honest) answers and refuse to answer more questions. Endres et al. (2022) 
also report more disclosure in a web survey than live video interviews. 
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As for respondent subjective experience, the same alternate possibilities are 
plausible. The increased social presence of the interviewer in live video data col-
lection could lead respondents to be generally more satisfied due to establishing 
rapport and a sense of connection with interviewers, increasing their willingness to 
answer honestly (Sun et al., 2020) or it could feel intrusive and less private, reduc-
ing satisfaction.

Will prerecorded video feel to respondents more like live video, more like a 
web survey, or, given that it shares some features with both (Table 1), feel some-
where in between? The fact that the prerecorded interviewers speak the survey 
questions and that their faces are displayed visually and auditorily in the interface, 
moving as they speak, could activate the same kinds of social responses as might 
live video interviews, leading to less non-differentiation and more honest, i.e., less 
socially desirable, answers, as well as more positive subjective experiences than in 
the web survey. But the fact that there is no live interviewer to keep the respondent 
engaged and accountable or to potentially judge their answers could lead to the 
same patterns of responding we expect for web surveys3. If the latter pattern is 
observed in our data, it would be consistent with Haan et al.’s (2017) finding of sim-
ilar levels of socially desirable responding in prerecorded video and web surveys. 

Methods
Mode Implementations

All three modes were implemented as a single Blaise 5.6.5 questionnaire which 
allowed alternate displays appropriate to each mode. Two-way video communica-
tion in the Live Video (LV) interviews was conducted via BlueJeans4. Except for 
those on mobile devices, BlueJeans users can join a call through a browser without 
downloading an app; we expected this to lower the barriers to participation for 
inexperienced video users. LV respondents were required to schedule the interview 
beforehand (as opposed to being “cold-called”) using Calendly5 software. LV inter-
views were conducted from a standard call center carrel with a neutral backdrop 
(see https://www.mivideo.it.umich.edu/media/t/1_1zoid4cu for an example). To 
give respondents the sense that the interviewer was looking at them while they were 

3	 For a full list for each measure of how patterns of responses in PV could correspond to 
the patterns in LV and WS responding in this study, see our Open Science Foundation 
pre-registration, 	
https://osf.io/2vmx4/?view_only=c90cd24fb46a42d38b285f3453483a37

4	 Versions 2.15 to 2.18. We restricted the study to one platform in order to reduce opera-
tional complexity, aware that this might reduce participation among users unfamiliar 
with the platform (see Schober et al., 2020).

5	 Calendly is continuously updated, so is not identified by version number.

https://www.mivideo.it.umich.edu/media/t/1_1zoid4cu
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answering questions, we positioned the respondents’ video window in the upper 
half of the interviewer’s screen (above the Blaise questionnaire) so that by looking 
at the respondent the interviewer was looking in the direction of the camera (see 
Figure 1). In LV interviews, the interviewer read the question and response options 
out loud, manually entering answers in the Blaise questionnaire, as an in-person 
interviewer would do. 

Respondents were able to participate on the device of their choice. The per-
centages of LV respondents who participated on a desktop/laptop computer versus 
mobile devices appear in Table 5. See Supplementary Appendix A, Figure 1 for 
screen images of both desktop/laptop and mobile implementations of LV.

The Prerecorded Video (PV) mode was implemented with video record-
ings6 of the same nine interviewers reading the same survey questions embedded 
in the web display of the Blaise instrument (see https://www.mivideo.it.umich.
edu/media/t/1_vjhtigaf for an example). The questions were spoken by the video-
recorded interviewers without any textual presentation of the questions. The tex-
tually displayed response options appeared automatically on the screen after the 
video recording of the interviewer reading the question had finished playing. (The 
on-screen delivery of the response options in PV contrasts with their spoken deliv-
ery in LV interviews.) 

6	  Recorded and edited using Camtasia version 2019.0.5.4959

   
A: Respondent’s view	 B: Interviewer’s view

Figure 1 	 A) Respondent’s screen: Interviewer video fills most of the BlueJeans 
application window. Respondent’s self-view video thumbnail appears 
in the lower right corner. Speech bubbles contain text of a question the 
interviewer asked and a possible answer from the respondent. 

	 B) Interviewer’s screen: BlueJeans application window (filled primar-
ily by respondent’s video with interviewer’s self-view video thumb-
nail in lower right corner) above Blaise instrument. Speech bubbles 
contain the text of a question that an interviewer asked and a possible 
answer from the respondent.

https://www.mivideo.it.umich.edu/media/t/1_vjhtigaf
https://www.mivideo.it.umich.edu/media/t/1_vjhtigaf
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In the desktop/laptop version, the prerecorded videos autoplayed to reduce the 
respondent’s effort and to give the delivery of the questions an interviewer-admin-
istered character. In the mobile version, this was not possible because autoplay was 
not implemented in Blaise 5.6 for mobile devices. Thus, these respondents were 
instructed to click/tap the play button to play each video. Respondents were again 
able to participate on the device of their choice. The percentages of PV respondents 
who participated on a desktop/laptop computer versus mobile devices appear in 
Table 5. 

All respondents in PV interviews entered their answers by selecting an option 
or typing, e.g., an open numerical response. They advanced to the next question by 
clicking/tapping “Next” (which they could do without answering). See Supplemen-
tary Appendix A, Figure 2 for screen images of both desktop/laptop and mobile 
implementations of PV.

The Web Survey (WS) mode was implemented in Blaise with textually pre-
sented questions and response options which appeared on the screen simultane-
ously (see https://www.mivideo.it.umich.edu/media/t/1_82z2zs7y for an example). 
The mobile implementation of the WS mode was designed to follow recommended 
practices for mobile web survey interfaces (Antoun et al., 2018; 2020). In partic-
ular, the mobile interface in the WS mode presented large response buttons and 
large font, fit content to the width of the screen so that horizontal scrolling was not 
needed, and chose design features that were simple and standard across mobile and 
desktop operating systems. (In designing the mobile interface for PV interviews, 
we followed the same design practices to the extent possible, but the screen real 
estate required us to limit the size of the font and led us to use radio buttons instead 
of large “clickable” buttons.) Respondents were again able to participate on the 
device of their choice. The percentages of WS respondents who participated on a 
desktop/laptop computer versus mobile devices appear in Table 5. See Supplemen-
tary Appendix A, Figure 3 for screen images in both desktop/laptop and mobile 
implementations of WS. 

To promote comparability between modes, question batteries were always pre-
sented as a series of individual questions even though in the WS mode the batteries 
could have been implemented as grids. In the PV and WS modes, the display was 
optimized for screen size, for example using response buttons that included the text 
of the response within the button for devices with smaller screens, primarily smart-
phones, and radio buttons for devices with larger screens, primarily computers. 

https://www.mivideo.it.umich.edu/media/t/1_82z2zs7y
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Comparing Data Quality Between Modes

We examine data quality in these three modes by measuring the extent to which 
respondents’ answers were thoughtful, i.e., the extent to which respondents did not 
take mental shortcuts or “satisfice” (Krosnick, 1991; Krosnick & Alwin, 1987; C. 
Roberts et al., 2019; Simon, 1956), and the extent to which respondents were will-
ing to disclose sensitive information. We measure thoughtful responding in two 
ways. First, for questions that require numerical responses we measure the absence 
of thoughtfulness as the prevalence of rounded responses, i.e, non-zero answers 
that ended in a 0 or a 5 and so were divisible by 5, quantified in two ways: the aver-
age percentage of respondents who rounded at least one answer and the average 
percentage of questions (out of seven) on which rounding is observed. 

Second, we measure the absence of thoughtful responding to batteries of ques-
tions or statements that use the same response scale, e.g., from “strongly favor” 
to “strongly oppose,” by classifying instances in which the respondent selected a 
single response option for all statements in a battery as non-differentiation, and 
instances in which the respondent selected at least two different responses for 
different statements in a battery as differentiation; our main dependent variable 
for measuring data quality was whether a respondent did or did not differentiate 
between the statements in at least one of the three batteries. 

We use greater disclosure of sensitive information (e.g., more reported life-
time sexual partners, more reported alcohol use) as evidence of higher quality data, 
consistent with the evidence that more embarrassing or stigmatized answers are 
more likely to be true (e.g., Kreuter et al., 2008; Schaeffer, 2000; Tourangeau et 
al., 2000). We measured disclosure in two ways: the average rated sensitivity of 
responses to 12 questions concerning potentially sensitive topics and the average 
number of these questions for which a respondent’s answers were sensitive. We 
quantified the sensitivity of each response to these 12 questions as the proportion of 
raters who judged that more than 50% of most people would be very or somewhat 
uncomfortable selecting that option (See Supplementary Appendix B for details). 

Items

Main questionnaire. Questionnaire items from previously fielded government and 
social scientific surveys were selected to allow us to test the three main measures 
of data quality. Supplementary Appendix B lists the 36 items in the questionnaire 
along with the corresponding data quality indicator (rounding, non-differentiation, 
disclosure) that each was included to measure. Supplementary Appendix B also 
details the item selection procedure. Of the 12 items selected to measure disclosure, 
six were selected because the topics were rated as (1) very or somewhat uncomfort-
able for most people to be asked by 50% or more of the raters and (2) for which a 
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sensitive response (i.e., which 50% or more of the raters judged would make most 
people feel very or somewhat uncomfortable) was likely to be selected for a high 
proportion of respondents based on response distributions from studies that previ-
ously used the questions. Six others were selected that concerned topics not rated 
as sensitive but for which a high proportion of respondents was likely to select a 
sensitive response, based on the same previous studies. The sensitivity of questions 
increased from the least (for measuring rounding) to most (for measuring disclo-
sure) over the course of the questionnaire. This design was intended to promote 
completion of the questionnaire and to minimize missing data. 

Measuring respondent experience. We quantified respondents’ experience in 
two ways. First, because the amount of time required to complete a questionnaire 
has long been used as a measure of respondent burden (e.g., Bradburn, 1979; Hed-
lin et al., 2005; Office of Management and Budget, 2006; Yan, Fricker, & Tsai, 
2020), we calculate mean and median interview duration for the three modes by 
device type. Second, after respondents completed the main questionnaire, they 
were directed to an online post-survey questionnaire that included a core set of 
eight questions about their subjective experience, irrespective of the mode in which 
they responded to the main questionnaire. This questionnaire included three ques-
tions about the interview, two of which were asked only to LV and PV respondents 
and one of which was asked only to LV respondents, and five questions asked to 
all respondents about their demographic characteristics. The post-survey question-
naire also included a question about prior use of live video on any device. Most 
of these items asked respondents to rate their experience on a 5-point scale, with 
5 being most positive (see Supplementary Appendix C). Respondents in Live and 
Prerecorded video interviews were asked if they experienced any of nine technical 
problems7. Another source of data relevant to the experience of LV respondents 
was transmission logs automatically generated by Bluejeans containing technical 
information such as video and audio packet loss that might indicate blurred video 
or choppy audio. 

Interviewers and Interviewer Training

Nine telephone interviewers (median years of interviewing experience = 3.5) con-
ducted the LV interviews during their normal on-site work hours. The same nine 

7	 We note that technical problems can occur for many reasons that are not under the 
researchers’ control, including the respondent’s device and its current level of perfor-
mance, the respondent’s connection speed, network stability and performance, and pre-
sumably internet and platform traffic. These can all be affected by the respondent’s 
circumstances at the moment of the interview, for instance the number of simultaneous 
users on the respondent’s network and the resource demands of the simultaneous tasks, 
ambient noise in the respondent’s environment, and even the respondent’s ability to 
troubleshoot technical problems on their own.
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interviewers were video-recorded asking the questions; these recordings formed 
the basis of the PV mode. See Supplementary Appendix D for details about inter-
viewer training, and Schober et al. (2020) for more general considerations about 
training live video interviewers. The interviewers were all trained in standardized 
interviewing techniques, designed to reduce interviewer variance by standardizing 
as much of the data collection as possible.

Respondent Recruitment 

In August 2019 we tested the effectiveness of address-based sampling for all three 
modes but a low response rate in LV (so low that our budget would not allow 
recruiting the target number of respondents) led us to shift to opt-in, nonprobabil-
ity sample sources. One potential downside of recruiting participants from online 
nonprobability sample sources is that panelists may be more technically proficient 
than the public in general, but this does not necessarily mean that our participants 
were any more likely at the time of data collection to have previously participated 
in live or prerecorded video survey interviews. In addition, it is not possible to fully 
calculate response rates for samples selected from opt-in, non-probability panels 
(Callegaro & DiSogra, 2008) because it is generally not known (and was not known 
to us) how many sample members were exposed to, i.e., read, the invitations sent by 
the sample vendor. Completion rates – recommended by Callegaro and DiSogra – 
are presented in Supplementary Appendix E. 

The respondents were recruited from two opt-in sample sources, CloudResearch 
(https://www.cloudresearch.com/) and the Michigan Clinical Health Research 
(MICHR) (https://michr.umich.edu/), targeting estimated 2018 Current Population 
Survey (CPS) proportions for cross-classes defined by age, gender, race/ethnicity, 
and education level, and oversampling adults older than 65 years of age (doubling 
their proportions) to allow exploratory analyses (not reported here) for this age 
group. In the end, respondents whose highest level of education was high school or 
less were underrepresented in all cross-classes for LV; to account for the relatively 
high level of education in the sample, we adjusted statistically for education level 
in all mode comparisons. For the PV and WS modes, the CPS targets were reached 
(see Supplementary Appendix F). Sample members were invited to participate in 
the three modes at random, with substantially more invitations to participate in a 
live video interview (see Supplementary Appendix E for the number of invitations 
and completion rates in each mode for each sample source). We were unable to 
fulfill our quota for LV respondents from CloudResearch so recruited additional 
respondents from another opt-in sample source, the Michigan Clinical Health 
Research (MICHR) panel where we enlisted more LV than PV and WS respondents 
to compensate for the imbalance in Cloud Research (see Supplementary Appendix 
G for details about inviting sample members and assigning them to a survey mode). 
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To control for any confounding between sample source and mode we tested the 
interaction of mode and sample source in all our models; it was never significant, 
indicating that there was no confound (see Analytic Approach).

Data collection took place between November 2019 and March 2020. See 
Supplementary Appendix G for further details about recruitment and invitations, 
incentives, and scheduling constraints. 

The total number of completed cases, i.e., cases for which both the main and 
debriefing questionnaires were submitted, was 1,067. Based on our early experi-
ence with Address Based Sampling, we expected sample members assigned to LV 
interviews to respond at a lower rate than those assigned to the other modes (see 
Supplementary Appendix E). The number of invitations and the final sample sizes 
in the three modes for both sample sources appear in Supplementary Appendix E. 
Note that because we recruited from non-probability, opt-in sample sources, it is 
not known how many invitations were seen by sample members and thus response 
rates cannot be calculated, nor can they be interpreted at least comparatively (Cal-
legaro & DiSogra, 2008). 

Figure 2 depicts the data collection flow for the full study from recruitment 
through debriefing and post-paid incentive. Note that LV respondents self-sched-
uled their interview which necessarily created a lag between screening-in to the 
study and answering questions; there was no such lag for PV and WS respondents as 
soon as they had screened in, they were automatically directed to the questionnaire 
(no scheduling was required because no live interviewers were involved). Thus, it 
is possible that attrition in LV interviews during the lag could have biased the char-
acteristics of respondents in this mode compared to the other modes. To account 
for this possibility – and more generally for differences in the characteristics of the 
responding samples in the three modes – we control for respondent demographics 
and live video experience in all models (see Analytic Approach).

Address-Based 
Sample

Cloud Research 
Online Panels

Michigan Clinical 
Health Research 

Online Panel

Appointment 
Scheduling

Random 
Assignment to 

Mode

Web Survey

Live Video

Recorded Video Interview

Debriefing
Link sent via 
email/text to 

Live video 
participants

Payment
Sent via email/

text

Round 1
(Live Only)

Round 2
(Web & 

Recorded Only)

Figure 2	 Data collection flow for the full study from recruitment through 
debriefing and post-paid incentive.
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Analytic Approach

Our analytic strategy involved fitting models to the variables of interest using GEE 
(with the xtgee function in Stata/SE 16.0), which allowed us to take interviewer 
clustering into account in order to compare data quality and respondent experience 
across modes8. For all analyses, we excluded cases (respondents) for which any 
data relevant to the analysis, e.g., responses to numerical questions for analyses of 
rounding, were missing. 

For each outcome variable of interest, all models included mode as a predictor 
and all key demographic variables as covariates (respondent age, education, gender, 
and race), as well as prior respondent experience with live video, sample source 
(CloudResearch vs. MICHR), device type (desktop/laptop computer vs. smartphone 
vs. tablet), the two-way interaction of age and mode, and the two-way interaction 
of sample source and mode. Any variables other than mode, age and sample source 
that were not significant predictors in the first model were removed in the interest 
of parsimony, and the models were re-fitted iteratively to include mode, age, sample 
source, and the remaining significant predictors. Please see Supplementary Appen-
dix H for the terms in all the final models. 

The interaction of sample source and mode was included in the initial models 
to test the possibility that the mode differences were driven by differences between 
the two sample sources, specifically whether the greater proportion of MICHR than 
CloudResearch respondents in LV and the greater proportion of CloudResearch 
than MICHR respondents in PV and the WS modes might have been responsi-
ble for the patterns of rounding, non-differentiation, and disclosure. The interac-
tion was not significant in any of the initial models, indicating that mode effects 
appeared to be robust across the sample sources; in the interest of parsimony, we 
therefore removed this interaction term from all subsequent models. 

The interaction of mode x age was included to control for the possibility that 
older and younger respondents may have differed in how familiar and comfortable 
they were with the technology used in the three modes and thus have produced 
different patterns of data quality across the modes. This interaction was significant 
and thus included in the final models for all three data quality measures as well as 
for one battery in which non-differentiation was tested and five of the individual 
statements in the batteries. 

We included the main effect of device in the initial models to control for any 
differences in data quality that might have originated in the device, such as screen 

8	 While it is common to model interviewer effects using multilevel models that include 
random effects of the interviewers, our interest here was in accounting for possible 
clustering of responses by interviewers in the marginal comparisons between the three 
modes, not in estimating interviewer variance components. See West et al. (2022) for 
estimates of interviewer variance components in the data set on which the current ar-
ticle is based.
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size or input method (e.g., touch versus mouse). The effect was significant for the 
overall disclosure models and for one of the battery-level models for non-differenti-
ation; therefore the terms were retained in those models. 

We measured rounding with two outcome variables. One such measure was 
an indicator of respondents rounding at least once (1 if rounded on at least one 
item and 0 if not); each model predicting this outcome treats it as binary and uses 
a logit link. A second measure was the count of rounded responses for the seven 
numerical items, which was treated as binomial with seven possible events for each 
respondent, and a logit model was fitted to these data. The outcome variable mea-
suring non-differentiation is also treated as binary (1 if the respondent selected the 
same answer for all statements in at least one battery and 0 if the respondent never 
selected the same answer for all statements in a battery) and modeled using a logit 
link. One disclosure measure (mean sensitivity of responses to 12 items) followed a 
normal distribution and so the models treat the measures as numeric; the other dis-
closure measure (number of responses out of 12 for which the respondent provided 
a sensitive answer) is treated as binomial and modeled using a logit link.

For items about respondent experience the approach was the same as for data 
quality. However, technical problems that respondents may have experienced, there 
were sometimes too few cases for a model to converge. In these situations, we 
report raw means (i.e., which were not adjusted for covariates) and test comparisons 
with pairwise t-tests, applying the Bonferroni correction. For the question asked of 
respondents in only LV, we report raw means.

Results
Thoughtful Responding: Rounding

Respondents in LV interviews produced rounded answers, i.e., non-zero answers 
that ended in a 0 or a 5 and so were divisible by 5, more often than did WS respon-
dents. As shown in the top two rows of Table 2, more respondents rounded at least 
once and the average number of rounded responses was greater in LV than WS, 
significantly so for the first measure. And LV respondents produced a (non-signifi-
cantly) greater percentage of rounded responses than did WS respondents (Row 2).
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Where did rounding by PV respondents fall relative to that of LV and WS 
respondents? By both measures, PV respondents rounded least of all. A signifi-
cantly lower percentage of PV respondents rounded at least once than did LV 
respondents, although by these measures PV respondents did not round any more or 
less than did WS respondents.9 

The overall pattern is less evident at the level of individual items (rows 3-9) but 
can be seen, nonetheless. For two of the seven items, a significantly larger percent-
age of LV respondents rounded their numerical answers than did WS respondents 
and the pattern was in the same direction for six of the seven items. For two of the 
seven items, a significantly larger percentage of LV than PV respondents rounded, 
and the same pattern was evident for six of the seven items. 

These mode differences in rounding for individual items are potentially conse-
quential. If the actual survey estimates had been the point of the study (as opposed 
to mode differences), e.g., mean number of movies watched in the last year, these 
would have been significantly different in LV than WS for two of the seven items, 
and different in PV than LV interviews for three of the items (see Supplementary 
Appendix I).

Thoughtful Responding: Non-differentiation

Respondents in LV interviews were less likely to select the same answer for all 
statements in any of the three batteries than were the respondents in the WS and 
PV modes. As Table 3 details, a significantly smaller proportion of respondents in 
LV interviews exhibited non-differentiation, even though our implementation of the 
questionnaire in WS (individual questions for each statement in a battery rather 
than a grid) may well have reduced non-differentiation among these respondents 
compared to what might well have resulted with a grid design (e.g., Mavletova et 
al., 2018). We observed this pattern for all three batteries, significantly so for the 
money battery;10 aggregating the findings for the individual batteries makes the 
overall pattern (less non-differentiation in LV than in the two self-administered 
modes) more evident and suggests that LV respondents answered battery items 
more conscientiously than did respondents in either of the self-administered modes. 
And, as with rounding, the survey estimates that would have been derived for some 

9	 The pattern of results is essentially the same if we define rounding as answers divisible 
by 10, rather than by 5. The mode comparison p-values are lower (now significant for 
PV versus WS responses) when rounding is defined as divisible by 10.

10	 The pattern of results is essentially the same if we relax the criterion for what counts as 
non-differentiation so that providing the same response for all or all but one statement 
in a battery is counted, although the effects are attenuated. LV interviews led to signifi-
cantly less of this liberally defined non-differentiation than did the WS mode, and less 
(though not significantly less) of this behavior than in PV interviews. 
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statements within each battery – had that been the point of the study – differed sig-
nificantly by mode, presumably due at least in part to mode differences in non-dif-
ferentiation (see Supplementary Appendix J). The estimates differed significantly 
by mode for four of seven statements in the food battery and marginally for a fifth, 
two of six statements in the money battery, and one of four statements in the sports 
battery and marginally for two additional statements. 

Honest Responding: Disclosure

By one measure, respondents in LV interviews disclosed significantly less than did 
WS respondents. As Table 4 shows, across the 12 items selected to measure dis-
closure, responses in LV were on average less sensitive, i.e., a smaller proportion 
of judges rated these items as very or somewhat uncomfortable for respondents to 
select (row 1). By our second measure (row 2), the number of items out of 12 for 
which the response was rated as very or somewhat uncomfortable by more than 
50% of the raters, LV responses were also less sensitive than WS responses, but not 
significantly so. At the item level, mode differences in the proportion of responses 
rated very or somewhat uncomfortable to give were significant for four of the twelve 
items. Disclosure as measured by average response sensitivity for each item appears 
in Supplementary Appendix K; the pattern of mode differences by this measure 
closely parallels the pattern for items in Table 4. 

PV respondents disclosed significantly more than did respondents in LV when 
disclosure is measured by mean response sensitivity for the 12 items (row 1) and 
they disclosed more (but not significantly so) than WS respondents by the same 
measure. By the other measure (number of items out of 12 for which the response 
was rated as sensitive) neither mode difference was significant (row 2). For indi-
vidual items, significantly more PV respondents provided a sensitive answer than 
did LV respondents for four items and marginally for a fifth. 

As with the other data quality measures, the different modes led to signifi-
cantly different survey estimates (percent of respondents selecting the most sensi-
tive answers) between modes for five items and marginally different estimates for 
two items (see Supplementary Appendix L). These mode differences in estimates 
may well be due to how different modes affect disclosure of sensitive information.
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Honest Responding: Item Nonresponse

Levels of item nonresponse (missing answers in cases that completed the debriefing 
questionnaire) were low overall (0.08% of responses across all modes11), but there 
was significantly more item nonresponse in LV interviews (4.3% of respondents 
skipped one or more items in this mode) than in the WS (0.5%) mode (two-sided 
Fisher’s exact test odds ratio 9.01, p < .001). This appears to have been driven by 
two questions on highly sensitive topics (sex frequency and frequency of visiting a 
pornography site). The missing data rate for PV interviews (1.8%) was significantly 
less than the rate for LV interviews (two-sided Fisher’s exact test odds ratio 2.43, p 
< 0.05) and was marginally greater than for the WS (two-sided Fisher’s exact test 
odds ratio 3.71, p = 0.08). 

Respondent Experience
Interview Duration

Our first measure of respondent experience is interview duration, as possible evi-
dence of respondent burden (see Table 5). The WS durations are substantially 
shorter than the durations for the other two modes (t(957) = 17, p < 0.001) and were 
particularly brief when respondents participated on their smartphones (t(422)=18, 
p < 0.001), contrary to prior research indicating longer durations for smartphones 
(Couper & Peterson, 2017).

11	  Responses for 30 out of 39,479 possible responses were missing.
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Table 5	 Mean Duration (Mins) and Number of Interviews* by Mode and Device

Device Live Video Web Survey Prerecorded 
Video

Overall

Computer Avg. Duration 9.84 7.80 12.43 10.10
Median 9.38 6.69 10.81 9.08
# Iws
% Within Mode

186 
(66.7%)

187
(46.5%)

206 
(53.5%)

579
(54.3%)

Smartphone Avg. Duration 9.93 5.75 13.79 9.48
Median 9.47 4.97 11.88 8.83
# Iws
% Within Mode

89 
(31.9%)

190 
(47.3%)

155 
(40.3%)

434 
(40.7%)

Tablet Avg. Duration 9.55 6.87 13.42 10.04
Median 9.73 7.01 10.83 8.96
# Iws
% Within Mode

4 
(1.4%)

25 
(6.2%)

24 
(6.2%)

53
 (5.0%)

Total # Iws 279 402 385 1066

Avg. Duration 9.87 6.77 13.04 9.85

Median Duration 9.46 5.85 11.25 9.00

*One case (in Web survey, Computer) was excluded as an outlier; its duration was four 
times that of the next highest case.

Devices 

Device use – which was controlled statistically in the data quality models – var-
ied somewhat by survey mode. See Supplementary Appendix A, Figures 1-3 for 
screen images of both desktop/laptop and mobile implementations. As shown in 
Table 5, more respondents participated in LV interviews on a desktop/laptop com-
puter (66.7%) than on a mobile device (31.9% smartphone, 1.4% tablet). It is pos-
sible that because LV respondents scheduled an interview for a future day and time 
and were thus aware of the mode in which they would be interviewed, they chose 
to participate on a relatively big screen more often than on a mobile device for 
which screens are generally smaller. PV participants responded on smartphones 
and tablets somewhat more than LV respondents and WS participants responded 
on smartphones and computers about equally often. In the two self-administered 
modes it is unlikely respondents chose their devices based on the interview mode as 
the screener and interview were continuous in these modes: whatever device these 
participants used to follow the invitation link was almost certainly the mode in 
which they were interviewed. 
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Satisfaction

After the primary data collection, respondents in all three modes completed an 
online (self-administered) debriefing questionnaire about their experience partici-
pating in the study. LV respondents were significantly more “satisfied with the sur-
vey” and a higher proportion were “very satisfied” than were participants in the 
two self-administered modes (see Table 6), which did not differ from each other. 
Consistent with this, in response to a question asked only of the LV respondents 
(results not in the table), 58.5% reported that they “thoroughly enjoyed” their inter-
action with the interviewer (mean = 4.4 on a 5-point scale). Only two LV respon-
dents (0.7%) reported not enjoying the interview at all. Comparing just the Live and 
Prerecorded Video modes, LV respondents reported having felt significantly more 
connected and more comfortable with the interviewer. The higher satisfaction with 
LV interviews cannot be attributed to greater familiarity with this mode: substan-
tially fewer LV respondents (12.3%) reported using live video “weekly or more” 
than respondents in the WS (27.5%) and PV (24.2%) modes. 
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Privacy

More than half of the LV respondents (56.7%) reported that the survey had felt 
about as private as an in-person interview would have felt in which the interviewer 
asked the same questions. An additional 26.7% reported that LV felt more private 
than an in-person interview. In contrast, nearly two thirds of the respondents in the 
self-administered modes reported that the survey had felt more private than an in-
person interview; this evidence is consistent with the general assumption that self-
administration increases respondents’ sense of privacy (e.g., Tourangeau & Smith, 
1996).12 Nonetheless, respondents in the three modes did not differ significantly in 
the extent to which they reported that their answers had been affected by nearby 
others. 

Technical Problems

More than half of the LV respondents (52.7%) experienced no problems, and of 
those who experienced any problems, many (45.5%) experienced only one type of 
problem. As Supplementary Appendix M shows, each of the 11 types of problems 
was reported rarely, occurring in 2.5% (Volume too soft) to 18.3% (Interrupted 
speech – interviewer and respondent were speaking at the same time) of interviews; 
of those reporting any problems, the median number of reported problems was 2. 

Follow-up questions about whether and how these technical problems had been 
resolved (see Supplementary Appendix M) indicated that more problems resolved 
themselves than with additional intervention by the respondent, interviewer, or 
others. In whatever way these problems were resolved (or not), the evidence sug-
gests that they were unrelated to respondent satisfaction with the interview; mean 
respondent satisfaction was not significantly lower (on a 5 point scale) in interviews 
that had at least one problem (4.52) than in interviews that had none (4.64), t(253) = 
-2.01, p = 0.1. The evidence thus suggests that technical problems were not a major 
factor in the LV interviews. It is not entirely clear what the technological origins of 
these problems were, as there was no evidence that the problems in the BlueJeans 
transmission logs – which were rare – corresponded to respondents’ self-reported 
technical problems. 

12	 A small percentage of respondents in all three modes (69 of 1067) reported that this 
survey had felt less private than an in-person interview (10.4% in LV, 6.0% in PV, 4.2% 
in the web survey). We can only speculate about why these respondents might see any 
of these modes as less private than an in-person interview, but perhaps the fact that they 
are technology-mediated raises the possibility for respondents that their answers may 
not be secure or that the data collection itself might be subject to surveillance.
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Discussion
These findings demonstrate significant advantages – and disadvantages – for data 
quality and respondents’ experience in both video modes relative to a conventional 
web survey, depending on the data quality measure. More specifically, respondents 
in LV interviews exhibited higher quality data with respect to non-differentiation 
– they were less likely to select the same answer for all statements in any of the 
batteries than respondents assigned to the WS mode – but they exhibited lower data 
quality by rounding more, disclosing less information that was sensitive, and leav-
ing more sensitive questions unanswered. LV respondents reported significantly 
higher satisfaction with their experience completing the survey than respondents in 
either of the self-administered modes. 

In our view, the overarching explanation for this pattern of findings concerns 
the presence or absence of a live interviewer. Live interviewers elicited more consci-
entious responding (less non-differentiation) than was observed in the self-adminis-
tered modes but seem to have introduced time pressure leading respondents to pro-
vide more rounded numerical answers. And the visual and audio presence of a live 
interviewer who was clearly thinking and reacting in real time very likely led to the 
lower levels of disclosing sensitive information than in the two self-administered 
modes. Although a prerecorded video of an interviewer asking questions seemed to 
evoke a type of social reaction among participants, e.g., feeling comfortable with 
and connected to the prerecorded interviewer (although less than respondents in 
LV interviews felt comfortable with and connected to live interviewers), the mode 
differences seemed largely driven by whether a live human interviewer asked the 
questions and interacted with the respondent. Data quality and respondent experi-
ence did not differ nearly as much between the two self-administered modes. 

Similarity of Live Video Interviewing to In-person 
Interviewing

Based on the component features of the three modes displayed in Table 1, one would 
expect the results from LV interviews to be similar to those for in-person interviews 
(if we had been able to conduct interviews in this mode, despite its greater cost due 
to interviewer travel expense and the generally higher salaries of field than central-
ized interviewers). Had we included in-person interviewing in the table, the pattern 
would have been virtually the same as the pattern for live video interviewing13. The 
primary difference between the features of live video and in-person interviews is 
that the former mode is mediated and the latter is not, i.e., in in-person interviews, 
the respondent and interviewer are physically co-present. Yet it is possible that 

13	 See Schober et al., in press, for such an analysis of in-person interviews.



methods, data, analyses | Vol. 17(2), 2023, pp. 135-170 162 

these two modes could differ in how they affect responses and subjective experi-
ence. To explore this, we look at published mode comparisons involving in-person 
interviewing and web surveys, as well as the few studies that compare the results 
from in-person and live video interviewing. 

We observed less non-differentiation in LV interviews than in either the PV or 
WS modes. This closely mirrors the finding by Heerwegh and Loosveldt (2008) that 
respondents in in-person interviews exhibited less non-differentiation than those in 
web surveys, and suggests that the involvement of an interviewer, whether physi-
cally or virtually present, motivated respondents to attend to all items in the bat-
teries compared to modes in which respondents self-administer batteries of items. 

Similarly, our finding of more rounding in LV interviews than in either the PV 
or WS modes is analogous to the finding by Liu and Wang (2015) of more rounding 
when respondents answered feeling thermometer questions in person, i.e., when an 
interviewer asked the questions, than in web surveys. The authors attributed the 
greater amount of rounding in in-person interviews to greater time pressure in the 
former mode than in the web survey – the same mechanism we proposed could lead 
to more rounding in LV than in the self-administered modes. 

 The disclosure results underscore how socially present the live video inter-
viewer is despite being mediated; as in in-person interviews, this presence seems to 
inhibit reporting sensitive information compared to self-administered modes such 
as CASI and ACASI (e.g., Tourangeau and Smith 1996, and many others) and web 
surveys (e.g., Burkill et al., 2016; Kreuter et al., 2008). It seems to matter to respon-
dents how they are perceived by the LV interviewer, much as it does in person, 
even though the video interviewers are not physically co-present. There is to our 
knowledge one reported comparison of data quality in in-person and live video 
survey interviews, and it is consistent with our impression that the two modes likely 
produce data of similar quality: Endres et al. (2022) report no differences between 
these modes for feeling thermometer items, both of which elicited more socially 
undesirable (colder) responses that did an online (self-administered) questionnaire. 
The Endres et al. (2022) finding further supports the conclusion that live video and 
in-person interviews affect respondents in much the same way and are more similar 
to each other than to online (self-administered) modes. Certainly, the details of 
how live video and in-person interviewing affect disclosure across a range of topics 
should be a top priority in future investigations. 

There is evidence that LV respondents’ subjective experience may resemble 
that of in-person respondents in other studies. Looking first at rapport, the one 
study that has compared rapport in live video and in-person interviews (Sun et al., 
2020) found no difference between the modes in how respondents rated rapport 
with interviewers. With respect to perceived privacy, our own results indicate that 
56.7% of respondents who had participated in a LV interview rated their experi-
enced privacy as being “the same” as in a hypothetical in-person interview. 
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Finally, it is possible that much as interviewers in in-person interviews are 
known to introduce error variance, i.e., to create interviewer effects (e.g., Davis, 
et al., 2010; West & Blom, 2017), the LV interviewers in the current study may 
have introduced interviewer effects. While we cannot compare the IICs from the 
current study to those from in-person interviews, it does not appear that the LV 
interviewers introduced more error variance than is typically observed in in-person 
interviews: West et al. (2022) analyzed the data collected by interviewers in LV – as 
well as in PV – and report that interviewer variance (IICs) was low overall, with all 
IICs less than 0.02. 

Similarity of the two Self-administered Modes

The two self-administered modes are similar to each other in many ways, but as 
is evident in Table 1, they also differ on several features, primarily those having 
to do with the presence of an interviewer’s facial and vocal attributes in the PV 
mode. There is a suggestion in the data that the presence of an interviewer, albeit 
clearly recorded and asynchronous, may help improve data quality by some mea-
sures: while there was less rounding in the two self-administered modes than in 
LV interviews, rounding was reduced even further in the PV than WS data (the 
former group of respondents rounded on fewer items than the latter group). It is 
possible that a video-recorded interviewer may amplify respondents’ willingness to 
engage in the generally more effortful recall and count process (the likely origin of 
reduced rounding) than when the interface is entirely textual (i.e., no facial or vocal 
representation of an interviewer). Similarly, the greater levels of disclosure for sev-
eral items (Bus Seat, Volunteer, Help Homeless) in PV interviews than in the WS 
data may also reflect the interviewers’ presence despite their inanimacy. The idea 
that respondents might react socially to a video recorded interviewer is consistent 
with Reeves and Nass’s (1996) Computers are Social Actors framework. It is pos-
sible that such social engagement might be strengthened and thus disclosure further 
increased as the feel of a live, two-way interview is approximated. For example, 
it may be possible to enable respondents in prerecorded video interviews to speak 
their answers rather than just entering them by clicking and typing (Höhne, 2021). 
The challenge will be to stop short of reintroducing human-like attributes to the 
extent that they promote socially desirable responses.

While the data collected in the LV and PV modes were high quality by some 
measures, the WS mode never produced the highest quality data. In fact, the only 
measure in which the WS respondents outperformed those in the other two modes 
is the brevity of data collection sessions. This could be due to inherent properties 
of the modes, e.g., reading questions may take less time than does the delivery of 
spoken questions, or to our implementation, in particular allowing respondents in 
PV to enter their answers only after the video had finished playing. Whatever the 
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origin of the shorter WS sessions, this did not lead to higher satisfaction with the 
experience, as one would expect if duration were a key determinant of respondent 
burden (e.g., Bradburn, 1979). Instead, the LV respondents reported greater satis-
faction than in the other modes despite significantly longer interview sessions. 

Considerations in Fielding Live Video Interviews

It is possible the preference for LV interviewing is due to the relative novelty of 
live video communication in general, at least at the time these data were collected 
when a significantly smaller percentage of respondents in the LV mode reported 
frequently using live video (weekly or more often) than in the two self-administered 
modes (see Pew Research Center, 2021). If this is the case, then the preference for 
live video data collection could fade as the mode becomes widely used in everyday 
communication. Alternatively, some respondents may just prefer interacting with 
a live, albeit mediated, interviewer to self-administering survey questions. Yet, for 
at least some LV respondents the experience was subtly different than in-person 
interviews: about a quarter reported that they experienced their interview to be 
more private than a hypothetical in-person interview, consistent with the suggestion 
that video mediation can provide a “protective barrier,” as observed in training psy-
chologists (Miller & Gibson, 2004). This could bode well for disclosure of sensitive 
information in live video interviews.

Although LV respondents’ interview experience was quite positive, recruit-
ing sample members to participate in this mode was challenging, particularly from 
one of the online sample vendors. One consequence of this challenge was that a 
higher proportion of participants in LV interviews were recruited from the medical 
research panel than in the two self-administered modes. Might this have accounted 
for any of our findings? We examined this by testing the interaction of mode and 
sample source in the initial models developed for all our analyses. This interaction 
was not significant in any of the models, indicating that the effects of mode were 
unrelated to the panel from which participants were recruited, supporting the inter-
pretation that the results were in fact due to mode differences. 

The combination of greater difficulty recruiting LV respondents and a more 
positive experience for those who ultimately completed the study in this mode sug-
gests that live video interviews may not be for everyone but are quite appealing to 
some. It could be that as of now live video interviews fit better into a mixed mode, 
longitudinal research design, or ongoing panel, where sample members are famil-
iar with and presumably trust the research organization than a stand-alone, cross-
sectional study. For example, researchers might initially collect data in a mode with 
which sample members are familiar, e.g., online, on the telephone, or in an in-per-
son interview, after which researchers would invite sample members to participate 
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in future data collection in a mode of their choice (Conrad et al., 2017) where the 
choices include live video interviews.

Both live and prerecorded video might be combined in a multimodal data col-
lection platform that takes advantage of the strengths of each mode. For example, 
researchers might extend the ACASI approach to video interviewing by adminis-
tering non-sensitive questions in a live video interview in which interviewer and 
respondent are visible and audible to one another when the questions are not sensi-
tive, but when they are sensitive the questions could be administered in a prere-
corded video interview. 

Before such hybrid approaches can be developed and deployed with confi-
dence, many questions remain about using video – live or prerecorded – in sur-
vey data collection. Will the patterns of findings observed here replicate in other 
samples, with other recruitment methods, with different survey questions and mea-
sures of data quality? Will they replicate with different implementations of these 
modes? Will the cost saving of live video interviews due to the elimination of travel 
expenses for in-person interviews be sufficient to offset the additional effort – espe-
cially in recruitment – that this mode might entail? Will sample members’ willing-
ness to participate in live video interviews increase as their comfort with live video 
communication increases (Schober et al., in press), their access to necessary hard-
ware and software increases, and their familiarity with self-scheduling appoint-
ments – not just survey interviews – increases? Are there groups of people who 
might be more likely to participate in a live video interview than in other modes, 
e.g., those unwilling to invite an interviewer into their home or who live in areas not 
easily accessible for in-person interviewers? Whatever the answers to these ques-
tions, our findings demonstrate that both live and prerecorded video – at least as we 
implemented them – are viable survey modes with advantages and disadvantages, 
worth considering as video communication becomes ever more available – and for 
many people – central to daily life.
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Abstract
There has been a great deal of debate in the survey research community about the accuracy 
of nonprobability sample surveys. This work aims to provide empirical evidence about the 
accuracy of nonprobability samples and to investigate the performance of a range of post-
survey adjustment approaches (calibration or matching methods) to reduce bias, and lead to 
enhanced inference. We use data from five nonprobability online panel surveys and com-
pare their accuracy (pre- and post-survey adjustment) to four probability surveys, including 
data from a probability online panel. This article adds value to the existing research by 
assessing methods for causal inference not previously applied for this purpose and dem-
onstrates the value of various types of covariates in mitigation of bias in nonprobability 
online panels. Investigating different post-survey adjustment scenarios based on the avail-
ability of auxiliary data, we demonstrated how carefully designed post-survey adjustment 
can reduce some bias in survey research using nonprobability samples. The results show 
that the quality of post-survey adjustments is, first and foremost, dependent on the avail-
ability of relevant high-quality covariates which come from a representative large-scale 
probability-based survey data and match those in nonprobability data. Second, we found 
little difference in the efficiency of different post-survey adjustment methods, and inconsis-
tent evidence on the suitability of ‘webographics’ and other internet-associated covariates 
for mitigating bias in nonprobability samples.

Keywords:	 nonprobability sampling, volunteer online panels, post-survey adjustment, 
calibration, matching methods, benchmarking
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It has become increasingly evident that traditional surveys face challenges in mea-
suring and understanding emerging and complex social issues, since they often 
fail to accurately measure individual behavior, attitudes and perceptions on vari-
ous issues (Baker et al. 2010; Malhotra & Krosnick 2007; Tourangeau et al. 2014). 
Recent notable failures of polls to predict the outcomes of referenda and elections 
have shown that the way in which data are collected from the population must be 
responsive to people’s dynamic lifestyles, choices, and attitudes (e.g., Goot 2021; 
Kennedy et al. 2018; Wang et al. 2015). Further, the widespread availability of and 
access to the internet and social media leads to a quick diffusion of ideas that may 
rapidly shift social attitudes and behaviors (e.g., Wang et al. 2021). 

Compared to traditional (probability-based) survey methods which usually 
include offline data collection (mail, telephone, face to face (f2f)) and have been 
proven to be inadequate to capturing new to emerge, quick to change events, web-
based surveys are advantageous given their convenience, quick turn-around times, 
and relatively low respondent costs (Baker et al. 2013). Additionally, nonprobability 
online panel surveys allow tests for consistency and reliability to be performed in a 
timelier manner than telephone and interviewer administered surveys. While there 
are web-based surveys that are probability-based (for instance push-to-web surveys 
with a ‘population’ frame of emails (Cornesse et al. 2020)), the majority of online 
surveys rely on being quick and efficient through reaching potentially millions of 
internet users which comes at the expense of being representative of the population 
(Bethlehem & Biffignandi 2012; Baker et al. 2013). We focus on nonprobability 
online (web-based) panel1 surveys in this research, although the findings can be 
applied to other types of nonprobability surveys.

There are four main issues associated with nonprobability online panel sur-
veys, which are related to type of sampling, sampling frame, nonresponse, and 
coverage. First, respondents are not selected based on probability sampling. Even 
though they may be ‘randomly’ selected, it is often not possible to work out their 
chance of being selected into the survey. Consequently, it is unknown what respon-
dents with a non-zero chance of being selected comprise the population that the 
sample is selected from, and so the reliability of those sample survey estimates can-

1	 Nonprobability online panels are also known as volunteer, opt-in or access online panels.
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not be assessed with confidence (Callegaro & DiSogra 2008b). This is associated 
with the second issues, which is that there is no general population online sampling 
frame for the internet (e.g., Couper 2000). While virtually all internet users have an 
email address, there is no list comprising all of these email addresses that could be 
used to draw a random sample. Third, online survey respondents have been found 
to have different characteristics and behaviors to respondents from more traditional 
surveys. Online surveys generally have higher levels of item and unit nonresponse 
(e.g., Couper 2000; Daikeler et al. 2020), which has potential to introduce more 
nonresponse bias. Four, the internet does not have universal coverage: in Australia 
in early-2022, it was estimated that 9% of people did not use the internet (DataRe-
portal 2022)2. This can introduce (under)coverage error, since this lack of access is 
concentrated amongst those of older age, rural location, Indigenous ethnicity, and 
lower education levels. Those are groups which are increasingly important to poli-
cymakers, hence limiting the utility of internet-based surveys. Collectively, these 
limitations mean that the data collected online with nonprobability panels are less 
reliable than those gathered by traditional survey methods, since they are gener-
ally more prone to the above-mentioned sampling, nonresponse, and undercover-
age bias (which is, at the same time, challenging to estimate). Hence, the existing 
evidence suggests that we cannot be confident that the results from nonprobability 
panels accurately represent trends in the general population. 

Our research aims are three-fold. First, we quantify the differences in survey 
estimates obtained from the same survey administered through a probabilistic sam-
pling framework in contrast with those collected from a non-probabilistic frame-
work. Second, we compare and contrast the performance of different post-survey 
adjustment methods on reducing bias in nonprobability-based online panel surveys. 
Third, we compare how the inclusion of different external data sources (such as 
Census) and covariates (such as non-demographics3) in post-survey adjustment 
affect the accuracy of survey estimates. This investigation adds value to the existing 
literature on approaches to mitigate bias in nonprobability surveys. As such, it pro-
vides valuable evidence to survey practitioners using samples from nonprobability 
online panels of better quality (e.g., those with ESOMAR or ISO accreditation), as 
well as survey researchers interested in implementing other types of nonprobability 
surveys.

2	 The last official statistics estimate for Australian households with no internet access at 
home was from 2016-17, i.e., 14.0%. The same estimate for households without children 
under 15 was even higher, i.e., 18.1% (Australian Bureau of Statistics 2018a). 

3	 We define non-demographics as attitudinal, behavioral, knowledge and factual ques-
tions that do not ask about person’s socio-demographic characteristics (see Yeager et al. 
2011).
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Background and Literature Review
With probability sampling we ensure that every unit in the population has a known, 
and non-zero, chance of being selected into the sample. This randomisation is a 
key design attribute of probability sampling, and enables the calculation of stan-
dard errors, confidence intervals, and making generalized inferences regarding the 
target population of interest from the sample (Hade & Lemeshow 2011). However, 
while most (probability) surveys have known selection probabilities, whether peo-
ple respond cannot be controlled for, in spite of all the best efforts of survey practi-
tioners. Rivers (2013) argues that it is the probability of sample inclusion not selec-
tion that matters, since whether people cooperate in probability surveys cannot be 
controlled for, and low response rates introduce skews similar to those in volunteer 
panels. Trends of high nonresponse rates with a large proportion of probability-
based surveys reporting response rates of under 10% (Kennedy & Hartig 2019), 
and the associated nonresponse biases may lead to flawed results and problems in 
statistical inference (Baker et al. 2010; Baker et al. 2013). However, the fact that the 
selection probabilities for a sample are unknown does not imply that they cannot be 
estimated or adjusted for in a nonprobability sample, just as adjustments are used in 
probability-based surveys to compensate for issues around coverage and response 
(Rivers 2013). 

Opportunities to Improve Accuracy of Nonprobability 
Samples

There is a whole gamut of online nonprobability-based surveys, from the opt-in 
click-through unsolicited surveys which are advertised on websites, to more struc-
tured recruitment of a panel of respondents; as a result of these idiosyncratic designs 
which make it difficult to work out the rates of contact, response, and (non)coverage, 
it is almost impossible to make reasonable statistical inferences from data obtained 
with nonprobability-based surveys (Rivers 2013). However, the characteristics of 
the nonprobability online panel sample may closely resemble the population being 
studied and identifying the conditions under which valid statistical inferences can 
be made using the realized sample is important (Mercer et al. 2017). This selection 
bias - which leads to the sample misrepresenting the population - can be controlled 
for using several different approaches, underpinned by an existing framework based 
on causal inference used in numerous fields such as epidemiology, political science 
and economics (Heckman 1979; Hug 2003; Rothman et al. 2008).

Valliant (2020) and Elliott and Valliant (2017) showed that it is not neces-
sary and sufficient that (i) every unit in the population has some probability of 
being included in the sample, and that (ii) there is a structural model based on the 
observed sample which can be used to describe the variables we are interested in 
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measuring, meaning that you do not need both conditions to hold. This implies 
that reweighting or matching schemes can be used to (a) estimate the probability of 
response and (b) calibrate to known benchmark population totals, to correct for any 
selection biases in the estimates derived from nonprobability sample surveys (Matei 
2018). We distinguish between matching approaches and reweighting approaches, 
and the key goal of both approaches is to ensure that there is no (or little) bias in 
the observed data, meaning that the empirical distribution of the observed data is 
similar to the population (Baker et al. 2013; Elliott & Valliant 2017; Mercer et al. 
2017; Mercer et al. 2018; Valliant 2020).

Post-Survey Adjustments in Nonprobability Samples

Post-survey adjustments correct for the unequal probabilities of selection and are 
common in both nonprobability and most probability surveys: virtually no prob-
ability sample uses simple random sampling. As such, in both probability and non-
probability samples, the objective for inference is to ensure that the composition 
of the sampled units with respect to the observed characteristics either matches or 
can be adjusted to match the population of interest. Post-survey adjustments have 
the dual purpose of reducing the bias and producing more accurate population esti-
mates (Elliott & Valliant 2017; Mercer et al. 2017). 

There are several approaches which have been proposed to improve accuracy 
and inference for data collected under a nonprobability sample. These approaches 
are predicated from the issues facing probability samples caused by differences in 
response and coverage of surveys. To cope with these issues, statistical adjustments 
typically correct for any systematic biases, including in nonprobability samples 
(Cornesse et al. 2020; Elliott 2009; Lehdonvirta et al. 2021; Rivers 2007).

This study compares six primary methods of reweighting and matching sur-
vey data: raking, generalized regression estimation (GREG), propensity score 
weighting (PSW), multilevel regression and poststratification (MRP), Mahalano-
bis distance matching (MDM) and coarsened exact matching (CEM). Reweighting 
methods directly adjust the sample distribution to the target population distribu-
tion, to achieve the desired sample composition in the presence of nonresponse and/
or other factors. Matching methods attempt to create a balanced nonprobability 
sample which closely resembles the characteristics of a probability sample from 
the ‘true’ population (when compared with a selected array of auxiliary, often non-
demographic, characteristics) (Bethlehem 2016; Cornesse et al. 2020). Assessing 
performance of different post-survey adjustment methodology is important as all 
methods come with certain limitations – for example, raking was reported to be 
less effective to mitigate bias in nonprobability online panel samples than in prob-
ability samples (Mercer et al. 2018), the GREG estimator becomes less precise the 
larger the number of benchmarks (Deville et al. 1993), MRP requires knowledge 
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of the joint distribution of the poststratification variables in the target population 
(Deville & Särndal 1992), and matching methods cannot be used with all types of 
data.

In the next paragraphs, we provide more information about each of the post-
survey adjustment methods investigated in this study.

Raking 
Raking, also known as iterative proportional fitting, is the most common weighting 
method and is simple to implement as it relies on knowing the marginal distribution 
of population covariates. As part of the procedure, the weights for each individual 
are repeatedly adjusted until the sample distribution is perfectly aligned with the 
population distribution for the selected set of variables. As the utility of a large set 
of weighting covariates diminishes, using key socio-demographic variables is often 
sufficient to reduce the selection bias in probability samples (Kalton & Flores-Cer-
vantes 2003). 

Generalized Regression Estimation (GREG)
Generalized regression estimation (GREG) is a calibration4 approach where the 
sampling weights are adjusted to make certain the survey estimators match to the 
set of known population totals (benchmarks). In contrast to raking which repeatedly 
reweights the sample to the marginal distributions of the known population totals, 
the GREG estimator is based on the minimizing the distance measure between 
the sample and the benchmark information and it is supposedly more efficient and 
provides more accurate population estimates (Deville & Särndal 1992). 

Propensity Score Weighting (PSW)
In the simplest version of probability-based sampling, survey respondents are 
assumed to have a non-zero chance of being included in the sample and weighting 
each sample individual by the inverse of its sample selection probability removes 
any selection bias (Cochran 1977). When data are collected through a nonprobabil-
ity-based sample, we can use the same ideas, and although selection probabilities 
from a nonprobability sample are unknown, it does not mean that they cannot be 
estimated (Rivers 2013). In PSW, a synthetic population assumed to “represent” the 
full target population is created by using external high-quality data representative 
of the population. Then pseudo-inclusion probabilities are estimated using binary 
(i.e., probit or logistic) regression modeling, which leads to a probability-based (or 

4	 Calibration is a general framework for weighting in which the following conditions for 
adjustment weights have to be satisfied: (1) the weights have to be as close to 1 as possi-
ble, (2) after calibration, the sample distribution of the auxiliary variables should match 
the population distribution (Bethlehem 2008). Deville et al. (1993) distinguish between 
complete post-stratification, generalized raking, and GREG as calibration methods. 
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synthetic) reference sample which is combined with the nonprobability sample 
(Schonlau & Couper 2017; Valliant 2020). Like in calibration, PSW is efficient in 
bias reduction if the weighting variables and the propensity of response in the non-
probability sample are (strongly) associated with outcome variables (Rosenbaum & 
Rubin 1983; Valliant & Dever 2011).

Multilevel Regression and Poststratification (MRP)
The MRP approach (Gelman 2007; Gelman & Little 1997) is based on assuming 
the existence of a super-population model which can be fitted to the analytic survey 
variables and can be used to project the observed sample to the full population. The 
key assumption here is that sampled and non-sampled data are driven by an under-
lying model (for the analysis variables) and this model can be revealed by analyz-
ing the sample responses. In the presence of nonresponse, this model also speci-
fies the relationship between the observed units and the unobserved data (Brick 
2013). Poststratification, which includes creating a set of post-strata and estimating 
the mean value by fitting mixed effects (multilevel) model in the case of MRP, 
requires knowledge of the joint distribution of the poststratification variables in 
the target population unlike other reweighting methods (Deville & Särndal 1992), 
except for interactions between covariates. In political science, this approach is use-
ful in obtaining state-level predictions based on relatively small national samples 
(for example, Bon et al. 2019; Park et al. 2004; Park et al. 2006; Wang et al. 2015).

Mahalanobis Distance Matching (MDM)

MDM is a distance matching method which creates groups containing one or more 
observations from both the reference sample and the nonprobability sample that are 
similar on a set of auxiliary variables believed to be associated with the probability 
of selection. In MDM, we measure the distance between a pair of observations, yi 
and yj, with the Mahalonobis distance calculated as presented in Equation 1:

	

distance calculated as presented in Equation 1: 
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	 (1)

where S is the sample covariance matrix of y. Two observations are matched if they 
have the minimum distance out of a set of pairs, e.g., through nearest neighbour 
matching. Since the population of possible match-pairs exponentially increases as 
the nonprobability sample size increases, usually some procedure is used to remove 
pairs that are unreasonably distant through defining calipers which are chosen cut-
offs for which the maximum distance is allowed (Stuart & Rubin 2008). 
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Coarsened Exact Matching (CEM)
Coarsened exact matching (CEM) is a matching method like the MDM, but the 
key difference is that it is a stratification-based method (Sizemore & Alkurdi 2019), 
and calipers are not required to remove unreasonably bad matches (Iacus et al. 
2011). In CEM, units with the same values of the selected covariates (in contract 
to exact matching, they can be coarsened, i.e., recategorized into fewer groups) are 
placed in a single stratum. Within each stratum, the units in the nonprobability 
sample are weighted to be equal to the number of units in the reference sample. 
Strata without at least a single nonprobability sample or reference sample unit, are 
given a zero weight which effectively prunes them from the dataset. By removing 
unmatched units, the inference is generally improved because it achieves a better 
balance between the empirical distributions of reference sample and the nonprob-
ability sample (Iacus et al. 2009; Stuart 2010).

Scope of this Study

Following from Mercer et al. (2017), we use the general framework which empha-
sizes the characteristics of the realized sample (regardless of how it was gener-
ated), and therefore correct for any self-selection bias in survey inference (Groves 
2006; Keiding & Louis 2016; Little & Rubin 2002). The authors identify three com-
ponents that determine whether the presence of self-selection ultimately leads to 
biased survey estimates: exchangeability, positivity, and composition (Mercer et al. 
2017). These components of self-selection bias are not fundamentally different for 
nonprobability samples, but what differs between probability and nonprobability 
samples are the underlying assumptions which lead to individuals becoming mem-
bers of nonprobability samples (Kennedy et al. 2016; MacInnis et al. 2018; Pfef-
fermann et al. 2015).

Notwithstanding, this can be useful in investigating if there is (a) improved 
inference of sample data from a nonprobability survey, and (b) through compar-
ing different post-survey adjustment methods under different external data sources 
scenarios we can ascertain their suitability/performance under various conditions. 
There have been a number of authors – for instance, DiSogra et al. (2011), Baker et 
al. (2013), Mercer et al. (2017), Mercer et al. (2018), and Valliant (2020) – who have 
undertaken similar research into the performance of different methods, and also 
discussed the requirements with respect to the external data sources for the various 
approaches. 

Therefore, we will examine a range of survey estimates against two catego-
ries of population benchmarks: secondary demographics (such as citizenship and 
employment status), and non-demographics (such as alcohol consumption and life 
satisfaction), as well as against both categories combined. First, we compare the 
accuracy of probability and nonprobability samples from two Australian survey 
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projects, by presenting updated evidence. Second, we investigate the performance 
of different post-survey adjustments to improve accuracy of nonprobability sam-
ples. We do that under four realistic scenarios which differ in terms of the nature of 
the auxiliary data that is available for use in post-survey adjustment for nonprob-
ability surveys. The scenarios under which we are assessing performance of adjust-
ment methods are the following:
	� Scenario 1 – availability of census aggregated statistics utilized to improve 

accuracy in nonprobability samples
Under this scenario, aggregated5 population census data matching to primary 
demographics6 from a nonprobability sample are used to adjust the sample dis-
tribution for those key auxiliary variables to match the population distribution 
(e.g., for sex, age, and education).

	� Scenario 2 – availability of additional census aggregated statistics utilized to 
improve accuracy in nonprobability samples 
Under this scenario, aggregated population census data matching to primary 
and, additionally, secondary demographics7 from a nonprobability sample are 
used to adjust the sample distribution for those selected auxiliary variables to 
match the population distribution (e.g., besides for sex, age, and education, 
employment status covariate can be included in the post-survey adjustment).

	� Scenario 3 – availability of census aggregated statistics and a representative 
source of non-demographic benchmarks (i.e., a large national survey) utilized 
to improve accuracy in nonprobability samples 
Under this scenario, besides the aggregated population census data from Sce-
nario 1, we can use secondary demographics and non-demographics from a 
large probability-based national survey (e.g., household composition and health 
status from a government survey on health) that are matching to those covariates 
in the nonprobability sample. This time, microdata8 are a source of secondary 
demographics and non-demographics.

5	 Aggregated or tabular data are produced by grouping information into categories. 
Within these categories, values are combined (e.g., a count of respondents of particular 
age). They are also known as macrodata (Australian Bureau of Statistics n.d.-b).

6	 Primary demographics as defined by Pennay et al. (2018) are socio-demographic vari-
ables which were used in post-stratification weighting.

7	 In contrast to primary demographics, secondary demographics as defined and used 
by Pennay et al. (2018) were additional socio-demographic variables which were not 
included in post-stratification weighting but rather in accuracy calculations only (such 
as Indigenous status or voluntary work).

8	 Microdata, also known as unit record files, are a type of data including unit records 
containing detailed information about analytical units such as persons or organiza-
tions. They often include individual responses to survey questions or from administra-
tive forms (Australian Bureau of Statistics n.d.-b).
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	� Scenario 4 – availability of census aggregated statistics, and a smaller scale 
probability-based survey data utilized to improve accuracy in nonprobability 
samples 
Under this scenario, besides the aggregated population census data from Sce-
nario 1, we can use non-demographics from a smaller-scale non-government 
survey that are matching to selected covariates in the nonprobability sample. 
While we apply a less representative external data source to improve accuracy, 
there are additional non-demographic covariates which could be used to balance 
the samples as noted in the literature. An example of those non-demographics 
is ‘webographic’ variables, which are available in a microdata form. Webo-
graphic variables are attitudinal or lifestyle variables accounting the difference 
between web survey participants and those who do not do surveys online (Baker 
et al. 2013). Different authors considered different questions as ‘webographic’ 
questions, such as: feeling alone, eagerness to learn new things, willingness to 
take chances, lifestyle questions (on travelling, participation in sports, reading 
a book), opinions on what is a violation of privacy, knowing a ‘lesbian, gay, 
bisexual, transgender, and queer or questioning’ (LGBTQ) person (Schonlau et 
al. 2007), early-adopter items (DiSogra et al. 2011; Dutwin & Buskirk 2017) or 
media use (Baker et al. 2013). On the other hand, Mercer et al. (2018) used politi-
cal attitude variables in post-survey adjustments. In our study, besides early-
adopter items, we also consider internet connection, access and use, and number 
of surveys completed as ‘webographic’ variables or, simpler, ‘webographics’ 
(see Table 10 in the Appendix for more information). 

The difference between Scenarios 3 and 4 is the type and the source of auxiliary 
survey data available for post-survey adjustment. Under Scenario 3, we have access 
to a large-scale nationally representative survey (large sample, e.g., 20,000+, with 
higher accuracy), such as the National Drug Strategy Household Survey. Under 
Scenario 4, we can use a smaller probability-based sample (e.g., about n=600), but 
with an ability to collect tailor-made data including key covariates which could help 
mitigate bias after matching or propensity scoring weighting (e.g., ‘webographics’); 
data collectors attempting to improve the accuracy of their nonprobability samples 
could conduct a smaller-scale probability-based survey, e.g., a probability-based 
sample from Online Panels Benchmarking Study, to improve inference in opt-in 
panel samples.

This study will address the following research question: How accurate are 
nonprobability online samples in comparison to probability samples and to what 
extent can inference be improved by using post-survey adjustment methods under 
different scenarios? 
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Methods
Data

Original Online Panel Benchmarking Study (2015 OPBS) 
The 2015 Online Panels Benchmarking Study (OPBS, Pennay et al. 20169) was 
conducted in June 2015 and administered the same questionnaire to eight samples, 
made up of three probability samples and five nonprobability online panel samples. 
Each sample aimed to achieve approximately six hundred completed interviews; in 
the end, the smallest sample comprised of 538 respondents (Pennay et al. 2018), as 
presented in Table 1. The design was similar to the US study by Yeager et al. (2011) 
which compared the accuracy of seven online samples and two probability samples. 
The main objective of OPBS was to inform the debate in Australia on the issues 
pertaining to inference from nonprobability online panel surveys.

Life in Australia™ – Probability-Based Online Panel:  
OPBS Replication (2017 OPBS)
Life in Australia™ is a probability-based internet panel for the Australian general 
adult population, and in January-February 2017, all active Life in Australia™ pan-
ellists were asked to participate in the replication of the OPBS. Social Research 
Centre administered the same questionnaire used for the original 2015 OPBS to 
determine the accuracy of their probability-based online panel (Kaczmirek et al. 
2019). This was the second wave of Life in Australia, referred to as the Online 
Panel Benchmarking Study Replication or 2017 OPBS (Pennay & Neiger 202010).

Life in Australia™ panellists were recruited in 2016 via their landline or 
mobile phones to take part in incentivized monthly surveys, and the final sample of 
registered panellists was 3,322 individuals (overall recruitment rate, AAPOR RR3: 
15.5%). Since the recruitment of panellists was through probability-based dual-
frame sampling, the results from the surveys are generalizable to the Australian 
population. Life in Australia™ is a mixed-mode probability online panel, and to 
take into account the population with no access to the internet, the study also con-
tacted panel members who happened to be offline via phone (representing 13.6% of 
Wave 2 sample) (Kaczmirek et al. 2019).

Population, Sampling and Samples

Both the 2015 and 2017 OPBS surveys collected information from an in-scope 
population of all Australians aged 18 years and over. The studies were carefully 
designed to assess accuracy of nonprobability online panel samples relative to prob-

9	 Data DOI: 10.4225/87/FSOYQI
10	 Data DOI: 10.26193/YF8AF1
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ability-based surveys using different probabilistic sampling methodology through 
applying the same data collection instrument to provide data on the demographic, 
social characteristics and wellbeing of people in Australia (Kaczmirek et al. 2019; 
Pennay et al. 2018). 

As previously explained, the OPBS 2015 study data comprised of eight sam-
ples, three of which were probability-based samples: (i) an address-based sampling 
(A-BS) survey with Geocoded National Address File (G-NAF) as a sampling frame 
(survey mode: hard copy/mail, online, telephone), (ii) a standalone dual-frame Ran-
dom Digit Dialing (RDD) survey sample (survey mode: telephone), and (iii) a RDD 
end-of-survey recruitment sample (survey mode: telephone, online, hard/copy) 
(Pennay et al. 2018), also known as ‘piggybacking’ survey sample (Tourangeau 
& Smith 1985). For the purpose of the 2015 OPBS study, five Australian nonprob-
ability online panels collected data from about 600 of their panellists each. Four of 
five nonprobability online panels complied with all ESOMAR’s questions to help 
online research buyers11 and three of the five were with ISO 26362 accreditation12 
(Pennay et al. 2018). We will analyze accuracy of the whole nonprobability sample 
combined13 (n=3,058) and for two purposely selected nonprobability samples, the 
most and the least accurate.

The OPBS Replication 2017 survey comprised of one probability-based mixed-
mode (online and telephone) sample. The cumulative response rate (CUMRR1), 
which is a product of overall recruitment (RECR x PROR) and survey completion 
rates (COMR)14, was 12.2% (AAPOR RR3). A total of 2,580 Life in Australia™ 
panellists completed Wave 2 questionnaire (Kaczmirek et al. 2019).

11	 ESOMAR’s Questions to help buyers of online samples include questions on company 
profile (such as What experience does your company have in providing online samples 
for market research?), sample sources and recruitment (such as Is the recruitment pro-
cess ‘open to all’ or by invitation only?), sampling and project management (such as 
Do you employ a survey router or any yield management techniques?), data quality 
and validation (such as How often can the same individual participate in a survey?), 
policies and compliance (such as How can participants provide, manage and revise 
consent for the processing of their personal data?) and metrics (Which of the following 
[metrics] are you able to provide to buyers, in aggregate and by country and source?). 
For more information, see ESOMAR (2021).

12	 ISO 26362:2009 developed criteria and specified terms, definitions and service re-
quirements for organisations managing online panels, including on sampling, field-
work, and data management. It has since been revised by ISO 20259:2019 standard 
(International Organisation for Standardisation 2022).

13	 Combining data from several volunteer panels can increase their overall accuracy (Cor-
nesse et al. 2020), can be thus considered a solution to mitigate representation bias in 
nonprobability surveys, and is as such a subject of this study. We were particularly in-
terested in the effectiveness of post-survey adjustment on combined data from different 
nonprobability sources, in comparison to individual volunteer panel samples.

14	 Recruitment rate, completion rate, and cumulative response rate were introduced by 
Callegaro and DiSogra (2008a) for calculation of response rates in online panels.
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Generally speaking, there were notable differences in response between the 
subsamples listed in Table 1, which might result in different levels of nonresponse 
error. The hope is that we can mitigate against this in our analysis through effective 
post-survey adjustment procedures applied to nonprobability data.

Benchmarks

Assessing quality in surveys requires an objective standard to which the survey 
estimates can be compared, such as population benchmarks. Differences between 
estimates from survey response and population benchmarks can occur through bias 
or variance, where the bias term captures the systematic (selection) errors that are 
shared by nonprobability samples. The variance term captures the sampling varia-

Table 1	 Studies and subsamples analyzed

Study Subsample Response rate (AAPOR RR3) na

Online Panels 
Benchmarking Study  
(2015 OPBS)

Address-based sampling 26.2% 538

Standalone RDD  
(dual-frame) 14.7% 600 

RDD “piggybacking” 
(dual-frame) 9.8% 560

5 volunteer panel  
samplesb 2.6%-15.4%c 3,058

Online Panels 
Benchmarking Study 
Replication  
(2017 OPBS)

Life in Australia™  
Wave 2

recruitment rate: 15.5%,  
Wave 2 survey completion 
rate: 78.6%,
cumulative response rate: 
12.2%

2,580

a We have to acknowledge the fact that with relatively small sample (n=about 600), 
sampling variance as a component of sampling error is larger. In practice this means 
that estimates from surveys with smaller samples can be less accurate in benchmarking 
studies by chance in comparison to those from larger surveys.
b Besides the combined nonprobability sample, we will analyze data separately for the 
most accurate panel (Panel 3, n=601) and the least accurate panel (Panel 1, n=601) 
(based on the results from Kaczmirek et al. 2019, p. 25). We will not analyze data for all 
5 nonprobability panels separately due to space constraints. However, through comparing 
the best and worst performing nonprobability panel, we can get an indication of the 
variation in the bias and accuracy of different panel providers.
c For nonprobability samples, response rates cannot be calculated and some authors (e.g., 
Pennay et al. 2018) report sample yields instead.
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tion and accounts for the variation due to the differences in survey protocols, statis-
tical modeling or weighting adjustments.

To replicate benchmarking analysis from Pennay et al. (2018)15 and Kaczmirek 
et al. (2019), we use the same benchmarks but from updated data sources collected 
closer in time to 2015 OPBS and 2017 OPBS studies. We primarily use information 
from the Australian quinquennial Census (Australian Bureau of Statistics 2016) as 
benchmarks since censuses offer universal coverage of the population by definition. 
For some instances we use administrative record data and information drawn from 
large government surveys as benchmarks. Those are electoral registration informa-
tion from the Australian Electoral Commission, and social and health character-
istics from the government funded surveys which are considered as the best qual-
ity sources of nationally representative benchmarks in Australia with the highest 
validity (e.g., Australian Bureau of Statistics 2018b). 

Benchmarks will be divided into primary (for post-survey adjustment only), 
secondary demographics, and substantive items (see Pennay et al. 2018). Table 2 
provides a description of the benchmarks used in the study.

15	 The findings presented in Pennay et al. (2018) were further explored and published by 
Lavrakas et al. (2022).
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Data Analysis

Benchmarking Analysis
To carry out our benchmark analysis, we need to balance against variance and bias 
in the final estimates. There are a wide variety of measures estimating the bias, 
such as the number of statistically significant differences from the benchmarks, 
the average absolute error (AAE) (including measures of uncertainty of the AAE, 
such as the standard deviation of the AAE or the range and ranking) (see Dutwin 
& Buskirk 2017; MacInnis et al. 2018; Yeager et al. 2011). To provide a measure 
of the variance, we compute the mean squared error which is a function of both 
the bias and the variance, and as such it is a good measure of the overall accuracy 
of the different approaches; it is usual practice to take the square root of the mean 
square error (RMSE) which is more sensitive to large errors than AAE. The aim of 
the study is to find the approach which is robust under the different scenarios. As 
such we present results using the AAE and RMSE to give an absolute measure of 
the error and the variability measure of the error, respectively.16

The AAE was used by Yeager et al. (2011) to compare impact of different 
weighting approaches for probability and nonprobability surveys in the US. The 
same measure was used by Pennay et al. (2018) and Kaczmirek et al. (2019), who 
replicated the study design in Yeager et al. (2011) for Australia. 

Our study follows all three of these previous studies, and the AAE is calcu-
lated as presented in Equation 2:

Our study follows all three of these previous studies, and the AAE is calculated as presented in Equation 2: 

��� � ∑ ��������
�

����     (2) 
 

	 (2)

where 
(2) 

where 𝑦𝑦��  is the j‐th estimate (of a survey item)   is the j-th estimate (of a survey item) and yj is the value for a correspond-
ing (population) benchmark. And similarly, the RMSE is computed as presented in 
Equation 3:Equation 3: 

���� � �∑ �������������
�   (3) 

 

	 (3)

where k is the number of benchmarks, 
(2) 

where 𝑦𝑦��  is the j‐th estimate (of a survey item)   is again the j-th estimate from either 
OPBS surveys, and yj is the value for a corresponding benchmark. In our study, the 
estimates (

(2) 
where 𝑦𝑦��  is the j‐th estimate (of a survey item)  ) represented proportion estimates for modal response for items with 

corresponding benchmarks; this is consistent with the approach from the Austra-
lian benchmarking studies (Kaczmirek et al. 2019; Pennay et al. 2018) and the US 
studies described in the literature (e.g., Yeager et al. 2011).

16	 When we computed Relative Absolute Bias (see Dutwin & Buskirk 2021) as a relative 
measure, we reached the same conclusions about the accuracy of probability and non-
probability samples as when computing AAE as an absolute measure.
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To explore the generalizability of these findings, we calculate AAE and RMSE 
for 12 secondary demographics, 6 substantive items, and all 18 survey items with 
corresponding benchmarks combined. Most probability and nonprobability sur-
veys apply adjustment for primary benchmarks as a standard approach, and for the 
majority of surveys the differences between the sample and population for primary 
benchmarks is expected to be minimal (Cornesse et al. 2020; Mercer et al. 2017). 
The analysis was facilitated by the statistical coding environment and language 
R (R Core Team 2020) to carry out all data processing, post-survey adjustments, 
imputation of missing values17 and benchmarking analyses. Besides R base or stats 
packages, the following packages were used: Hmisc (for data processing, Harrell et 
al. 2020), missForest (for imputation of missing values, Stekhoven 2013), fastDum-
mies (to create dummy variables for MDM, Kaplan 2020), anesrake (to perform 
raking, Pasek 2018), sjstats (for data processing, Lüdecke 2020), questionr (for data 
processing, Barnier et al. 2020), MatchingFrontier (to perform MDM, King et al. 
2015), cem (to perform CEM, Iacus et al. 2020), and rstanarm (to conduct domi-
nance analysis, Goodrich et al. 2020).

Post-Survey Adjustment Approaches and Parameters
Methods. To improve inference in nonprobability samples, we will test a number of 
post-survey adjustment methods and techniques:
	� raking18

	� generalized regression estimation (GREG)
	� multilevel regression and poststratification (MRP)
	� coarsened exact matching (CEM)
	� Mahalanobis distance matching (MDM)
	� propensity score weighting (PSW).

PSW, MDM and CEM selection/weighting will be later adjusted to match primary 
demographic benchmarks from Australian Census 2016. This means that those 
methods will be combined with raking not to introduce bias due to any socio-
demographic sample imbalance after the initial adjustment. For more information 
about each of these methods, see Subsection 2.2, and for post-survey adjustment 
details from this study, see Table 3. 

17	 We imputed missing values using random forest imputation algorithm, which is suit-
able for both continuous and categorical variables. Missing values were imputed for 
calibration and matching purposes only, and not for estimation, which means that only 
valid values of items with corresponding benchmarks were used in calculations of esti-
mates.

18	 In probability samples, a two-stage process can be used for weighting, first calculating 
a design weight (for the unequal probability of sample members being selected) and 
second raking (to reduce possible nonresponse). As the same process cannot be used 
for weighting nonprobability samples, and as the findings on the accuracy of nonprob-
ability samples would not change (see Kaczmirek et al. 2019), we used a consistent 
one-stage raking approach across all samples (and calibration methods).
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Based on the literature review from Subsection 2.2, we selected all post-survey 
adjustment methods appropriate for use with particular types of data. While raking, 
GREG and MRP can be used with tabular data and estimates from survey micro-
data (or both at the same time), weighting schemes should include estimates from 
nationally representative data sources producing known population totals (Kalton 
& Flores-Cervantes 2003, p. 82); hence, raking, GREG and MRP are not analyzed 
under Scenario 4, i.e., with a smaller scale probability survey data producing rough 
estimates of population totals. Also, a disadvantage of MRP is the requirement of 
the joint distribution of the poststratification variables, and CEM, MDM and PSW 
can only be used with microdata, i.e., under Scenarios 3 and 4.

Covariates. The theory explains that the selection of covariates for post-
survey adjustment should be based on the relationship with nonresponse and non-
coverage (e.g., Battaglia et al. 2009). Kalton and Flores-Cervantes (2003) pointed 
out that the precision of estimates can be increased by benchmarking to external 
sources with covariates that are closely related to key survey variables. The litera-
ture on post-survey adjustment in nonprobability samples (e.g., Dutwin & Buskirk 
2017) suggests using covariates that are associated with participation in nonprob-
ability samples/online panels, in attempt to primarily reduce errors associated with 
coverage, and adjust for inherent selection bias. We will follow these general rec-
ommendations/principles by:
	� selecting secondary demographic covariates with the largest absolute error rel-

ative to Census benchmarks under Scenario 2 – our assumption is that those 
socio-demographic differences are directly associated with undercoverage (and 
nonresponse) bias in nonprobability online panels;

	� selecting all matching health-related items (besides a secondary demographic 
item) to reduce error of other health-related items under Scenario 3 – if adjust-
ment covariates are closely related to the target outcome variables, bias could be 
mitigated

	� selecting non-demographic covariates which were previously discussed in the 
literature as effective in reducing coverage error in non-probability samples, so-
called ‘webographic’ variables, under Scenario 4;

	� identifying a limited number of ‘webographic’ covariates which distinguish 
nonprobability and probability samples the most, to be used with CEM under 
Scenario 4.

At the same time, validity of the sample has to be preserved by including core 
demographics like age and gender; in the case of calibration, we also have to have 
in mind that selecting too many covariates can lead to significant variance inflation 
and inability for raking algorithm to converge (Battaglia et al. 2009). 
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For details on the final selection of covariates, applied with different methods 
and under different scenarios, please see Final selection of post-survey adjustment 
covariates section and Table 10 in the Appendix.

Results
Accuracy of Nonprobability Online Panels

The results in this section provide updated evidence regarding the accuracy of non-
probability online samples in comparison to probability samples (with more recent 
benchmarks, for original results see Kaczmirek et al. 2019). We will use the identi-
fied gap in accuracy as a reference for assessment of effectiveness of post-survey 
adjustments (see Section 4.2).

Table 5 presents the results on the accuracy of OPBS 2015 and OPBS 2017 
Replication surveys. The results confirm the findings from Pennay et al. (2018) and 
Kaczmirek et al. (2019) on the accuracy of nonprobability-based online panels in 
comparison to probability samples, as well as that raking as a post-survey adjust-
ment method improves the quality of estimates from probability surveys more 
effectively than for nonprobability-based online panels. While nonprobability panel 
samples are similarly accurate in measuring secondary demographics as probabil-
ity samples (AAE: nonprobability samples 4.7-5.4, probability samples 4.2-5.3, all 
raked), they are less accurate in measuring non-demographics than probability sur-
veys (AAE: nonprobability samples 6.6-9.9, probability samples 3.7-5.4, all raked), 
which is also confirmed by RMSE measures. We would particularly like to reduce 
the non-demographic bias with various post-survey adjustments. 

Assessment of Effectiveness of Post-Survey Adjustment 
Methods for Improving Inference in Nonprobability 
Samples

In this section, we will show if the difference in accuracy between probability and 
nonprobability samples, i.e., representation bias, can be reduced using different 
post-survey adjustment methods. The results will be presented by scenarios based 
on the availability of external data and, as previously explained, not all methods 
can be used with all data types. Importantly, we will use Life in Australia™ Wave 2 
sample as a reference sample for post-survey adjustment efficiency. This sample has 
been selected as it is similarly accurate as the OPBS 2015 probability samples (see 
online Appendix Table 5), yet with a much larger sample size (smaller sampling 
variance) and greater comparability with nonprobability samples in terms of the 
survey mode (online: 86.4% in Life in Australia™ Wave 2, 100% in volunteer sam-
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ples). We will use AAE for the raked19 Life in Australia™ sample, and no further 
post-survey adjustment will be carried out with this probability sample. Fundamen-
tally, we will assess (i) the efficiency of post-survey adjustments with nonprobabil-
ity samples relative to (ii) the accuracy of probability-based online panel estimates 
normally reported in practice (i.e., calibrated using primary demographics).

Scenario 1: Availability of Census Aggregated Statistics, and Only 
Primary Demographics were Collected from the Nonprobability 
Sample
To illustrate the effectiveness of post-survey adjustments (i.e., raking, GREG and 
MRP) using primary demographics (i.e., performing ‘basic calibration’), we are 
presenting results for unweighted and weighted data for the nonprobability online 
samples in Figure 1 (see Table 6 from the Appendix for more detailed results). The 
presented evidence shows how basic weighting post-survey adjustments improve 
the quality of estimates, but the improvement is only slight on average (AAE com-
bined reduction between 0.4 [GREG, Panel 3] and 0.7 [MRP, Panel 1]). We can con-
firm our previous finding on how raking improves the accuracy of nonprobability 
samples to a lesser extent than those from probability samples. We can also extend 
this finding to other calibration methods studied in this article – GREG and MRP. 

The improvement in accuracy is more apparent for all 18 survey items com-
bined than for six substantive items combined, which indicates that calibration 
using primary demographic more consistently improves the quality of secondary 
demographic estimates than non-demographic estimates. Moreover, the results 
from Figure 1 show how calibration can deteriorate substantive item estimates from 
nonprobability samples, especially the least accurate one, but also the combined 
volunteer panel sample. This is consistent across all calibration methods, with 
MRP performing just slightly better than GREG and raking. On the other hand, 
weighting improved accuracy of the most accurate nonprobability panel in a simi-
lar fashion for both secondary demographics and non-demographics. 

We have to note that the differences in item-level results (not only at the AAE 
level, see Table 6 in the Appendix) are almost non-existent for raking and GREG 
and very little between the first two calibration methods and MRP. Based on this 
finding, as well as due to the limitations of MRP (i.e., requiring a joint distribution), 
we will only assess the efficiency of the first two calibration methods under Sce-
nario 2. Also, the results for basic raking from Scenario 1 are included as a refer-
ence method for Scenarios 2, 3 and 4 (see Figures 2, 3 and 4). 

19	 By gender, age group*education (interaction), country of birth, state*capital city in 
state (interaction)
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Scenario 2: Availability of Census Aggregated Statistics, Both 
Primary and Secondary Demographics were Collected from the 
Nonprobability Sample
To illustrate how including new covariates in calibration further improves the 
accuracy of nonprobability samples, additional socio-demographic items with cor-
responding census benchmarks were added20 and ‘expanded’ calibration 1 (e.g., 
expanded raking 1) was performed (see Figure 2). The presented evidence suggests 
that expanded raking and GREG predominantly improved secondary demographic 
estimates and, in some cases, estimates from substantive items (see Table 7 from 
the Appendix for more detailed results). For the most and the least accurate online 
panel, as well as all panels combined, we can see a slight improvement in the com-
bined AAE and RMSE. Generally speaking, we can again report almost negligible 
differences between estimates adjusted with expanded raking and expanded GREG. 
We also did not notice a significant increase of design effect compared to basic rak-
ing.

Moreover, this time calibration did not increase AAE for substantive items 
for the least accurate panel and five panels combined. Including three secondary 
demographic covariates seemed to eliminate the negative effect of raking with 
primary demographics only. Moreover, we can notice a notable improvement in 
accuracy of substantive items after using an expanded raking scheme for the most 

20	 For more information on selection of additional covariates under Scenarios 2, 3 and 4 
(e.g., employment status, language other than English, and voluntary work under Sce-
nario 2), see Post-survey adjustment approaches and parameters section (Methods) 
and Table 10 (Appendix).
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Figure 1 	 Accuracy of post-survey adjusted nonprobability panel samples for 
Scenario 1 - average absolute error (AAE) for all sample estimates 
(see Table 6), un- and weighted (raking, GREG, MRP)*

* AAE for secondary demographics and all RMSE calculations (combined, secondary 
demographics, and substantive items) are presented in the tables in the Appendix.



methods, data, analyses | Vol. 17(2), 2023, pp. 170-206 194 

 

0

1

2

3

4

5

6

7

8

9

10

Least accurate
panel (Panel 1)

Most accurate
panel (Panel 3)

5 nonprobability
panels combined

Unweighted Basic raking Expanded raking Expanded GREG

AAE combined* (percentage points)

Probability 
online 
panel

0

1

2

3

4

5

6

7

8

9

10

Least accurate
panel (Panel 1)

Most accurate
panel (Panel 3)

5 nonprobability
panels combined

Unweighted Basic raking Expanded raking Expanded GREG

AAE substan�ve items* (percentage points)

Probability 
online 
panel

Figure 2	 Accuracy of post-survey adjusted nonprobability panel samples for 
Scenario 2 - average absolute error (AAE) for all sample estimates 
(see Table 7), unweighted and weighted (raking, GREG) 

*AAE were calculated for all items excluding the secondary demographics included in an 
expanded calibration scheme (employment status, language other than English (LOTE), 
and voluntary work, see Table 7 in the Appendix for more information)

accurate nonprobability panel (AAE: unweighted 7.1, raking 5.7, GREG 5.9). The 
selected secondary demographic items seem to be more associated with representa-
tion bias in the most accurate nonprobability online panel than our core/primary 
demographics.

The evidence from Figures 1 and 2 suggests that the highest-quality nonprob-
ability online panels are not only the most accurate for unweighted estimates, but 
they also respond better to various calibration adjustments. 

Scenario 3: Availability of Census Aggregated Statistics and One 
Other Representative Source of Benchmarks
To illustrate potential added value of having access to an additional external high-
quality data source with non-demographic matching covariates, we are present-
ing results for ‘expanded’ calibration 2, CEM, MDM, and PSW in Figure 3. The 
presented evidence shows how including new non-demographic covariates in post-
survey adjustment improves the accuracy of nonprobability samples fairly similarly 
to including new secondary demographic covariates. However, the improvement 
seems to be more substantial under Scenario 3 – an increase in accuracy measured 
with AAE combined ranges from 0.4 (Panel 1, MDM) to 1.8 (Panel 1, CEM). 
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In comparison to the efficiency of calibration under Scenario 2, including non-
demographic covariates improved the accuracy of substantive items21 to a greater 
extent. The decrease in that AAE (substantive items) was as high as 5.8 (Panel 
3, CEM). Generally speaking, post-survey adjustment with a limited number of 
covariates was more efficient with calibration (raking, GREG) and CEM than dis-
tance-based models, i.e., PSW and especially MDM. While CEM seems to com-

21	 The remaining three substantive items for benchmarking were from National Health 
Survey 2014-15 and General Social Survey 2014 (see Table 2).
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Table 8 in the Appendix for more information)
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pare favourably to other methods using covariates from a large-scale survey, we 
noticed a larger design effect than for expanded raking 2. 

All in all, post-survey adjustment with expanded raking, GREG and CEM 
under Scenario 3 made nonprobability online panels almost as accurate as a prob-
ability-based online panel overall (AAE combined). For the three remaining sub-
stantive items, the most accurate nonprobability online panel (Panel 3) was even 
more accurate after advanced adjustments than the probability online panel after 
basic raking. 

Scenario 4: Availability of Census Aggregated Statistics and a 
Smaller-Scale Probability-Based Survey Data with Matching 
Variables from Nonprobability-Based Survey Data
To illustrate potential added value of having access to a smaller-scale external 
survey data source (i.e., OPBS 2017 replication sample from a probability online 
panel) with non-demographic matching covariates, we are presenting results for 
CEM, MDM, and PSW22 in Figure 4. 

The results present mixed evidence on the efficiency of post-survey adjustment 
methods using smaller-scale external survey data with no demographics or health-
associated items. First, there was a fairly moderate and inconsistent effect of post-
survey adjustments on the total accuracy of nonprobability samples. In most cases, 
the decrease of AAE combined was less than 0.5, and no method seemed to have a 
clear advantage. The only exception to the rule was MDM with the data from five 
nonprobability-based panels combined (AAE: unweighted 6.2, MDM 5.2, probabil-
ity panel 4.6). Overall, basic raking with primary demographics from Australian 
Census seems to be a more reliable method than any other method for improving 
the combined accuracy of secondary demographic and non-demographic estimates 
with webographics.

Comparing AAE for substantive items, we can observe as many instances of 
post-survey adjustment deteriorating estimates as instances of improving estimates. 
The least accurate nonprobability-based panel stands out as the sample with no 
decrease in AAE before or after adjustment, and CEM as the method with limited 
efficiency for only one sample (the most accurate). The best result overall can again 
be attributed to MDM (AAE: unweighted 7.6, MDM 6.5, probability panel 5.4), 
and we can also see a positive effect of PSW on the accuracy of Panel 3 (AAE: 
unweighted 7.1, PSW 6.0, probability panel 5.4).

22	 A variety of other methods and their combinations would be possible under this sce-
nario with auxiliary microdata, including calibration such as raking, GREG and MRP. 
However, calibration is normally carried out with benchmarks from the highest-quality 
censuses or large-scale surveys, and smaller-scale probability-based survey tend to in-
troduce more error (see Table 5, probability samples).
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Figure 4	 Accuracy of post-survey adjusted nonprobability panel samples for 
Scenario 4 - average absolute error (AAE) for all sample estimates 
(see Table 9), unweighted and adjusted (raking and matching meth-
ods)

Summary of Post-Survey Adjustment Efficiency
To sum up, we are presenting a review of all post-survey adjustment results by 
four data availability scenarios. All AAE combined values from Scenarios 1-4 and 
associated AAE reduction % (as a proportion of unadjusted/unweighted AAE) are 
now combined.

Based on the results from Table 4 (as well as Figures 1-4), we are offering the 
following main findings of our study:
	� the best post-survey adjustment results can be expected under Scenario 3, i.e., 

by using a combination of primary, secondary, and non-demographic covariates 
from nationally representative data sources;

	� expanded calibration with additional secondary demographic covariates fur-
ther improves accuracy, in comparison to basic calibration with primary demo-
graphic covariates (and to a similar extent);

	� secondary demographic covariates seem to have a better potential to improve the 
accuracy of secondary demographic estimates, and non-demographic covariates 
seem to have a better potential to improve the accuracy of non-demographic 
estimates (in this particular study, those were health-related items);

	� webographics from probability-based online panel survey data did not consis-
tently improve the accuracy of nonprobability samples (see Scenario 4 results);

	� there are some observable differences between the analyzed methods, albeit they 
are little in this study, and MDM was the method with the least consistent results;

	� while we could not reduce error by more than 23% no matter the chosen aux-
iliary data, covariates or methods, we have to note that the probability samples 
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from OPBS 2015 and the OPBS 2017 Replication sample were about 20-30% 
more accurate than the studied nonprobability samples23.

Discussion and Conclusion
This investigation into improving inference in nonprobability sample surveys sup-
ports the conclusion that the issue of improving inference in nonprobability sample 
surveys is a three-dimensional problem. First, the quality of post-survey adjust-
ments is dependent on the availability of relevant high-quality covariates which 
are associated with either representation bias in nonprobability samples or outcome 
variables. Second, as the covariates in nonprobability samples should have match-
ing covariates in external representative data sources, the availability and ability 
to access auxiliary data is a key aspect in mitigating bias. Third, the efficiency of 
post-survey adjustments is also dependent on the selection and combination of post-
survey adjustment methods, albeit to a lesser extent.

In this study, we presented evidence that post-survey adjustment can reduce 
representation bias in nonprobability online samples to some extent, but cannot 
consistently eliminate it. These findings are in line with evidence from Tourangeau 
et al. (2014) and Kalton and Flores-Cervantes (2003). However, we demonstrated a 
greater potential to mitigate representation bias in nonprobability panels if having 
access to more external data sources and more covariates matching in nonprobabil-
ity samples and auxiliary data. Ideally, we would have access to large-scale survey 
microdata, since smaller-scale surveys come with some nonignorable error. While 
those probability surveys mostly remain more accurate than nonprobability surveys 
even after post-survey adjustments, they are more susceptible to coverage, sam-
pling, and nonresponse error (or even measurement mode effect) than most high-
quality government surveys, and the total representation error can be carried over 
to post-survey adjustment results (e.g., after matching or PSW). For that reason, 
improving inference in nonprobability samples should be planned in the survey 
design stage, and relevant external data sources reviewed before data collection, if 
possible.

Moreover, identification of covariates from external data sources which are 
associated with representation bias or target outcome variables can lead to a more 
efficient mitigation of bias. While post-survey adjustments using primary demo-
graphics have little positive effect on the quality of nonprobability estimates, we 
have shown how including secondary demographics can improve the quality of 
other demographics and including non-demographics can decrease the error from 

23	 This research did not take into account that the accuracy of probability samples could 
be further improved with the same post-survey adjustment methods including second-
ary demographic and non-demographic items.
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associated non-demographics. This is consistent with findings from Bethlehem 
(2002). Similarly, Mercer et al. (2018) reported that including political attitude 
covariates in adjustment improved the quality of political engagement estimates. 
However, we found inconsistent evidence on the suitability of ‘webographics’ and 
other internet-associated covariates for mitigating bias in nonprobability samples. 
Unfortunately, we could not distinguish between the effect of those covariates and 
the effect of the data source on the post-survey adjustment efficiency. While aux-
iliary variables like early adopter items (traditionally used to mitigate bias in non-
probability samples, e.g., DiSogra et al. 2011) did not distinguish our probability 
online sample and nonprobability online panel samples well, we identified new 
covariates for post-survey adjustment that could be considered as ‘webographics’, 
such as the number of surveys participated in. Therefore, we believe it is crucial 
to carry out more investigation into ‘good’ webographic variables for post-survey 
adjustment, as previously suggested by Dutwin and Buskirk (2017). Our study also 
highlights the importance of selection bias and representativeness, and how this 
varies between different nonprobability samples (Lehdonvirta et al. 2021). 

The investigation into the suitability of post-survey adjustment methods did 
not highlight a particular method or a combination of them which consistently per-
formed better parameter estimates. This supports the finding from Mercer et al. 
(2018). While a detailed technical investigation into calibration methods was not the 
focus of this study, we found little differences in efficiency between the investigated 
methods: raking and the model-based methods (such as GREG or MRP), which 
was consistent with findings from Kalton and Flores-Cervantes (2003). Therefore, 
we suggest the selection of calibration methods to be instead based on the availabil-
ity of joint distributions of covariates weighed against the computational intensity 
of methods. While matching methods and PSW under limited scenarios might have 
a better potential for efficient post-survey adjustment, we observed less consistency 
in bias reduction between different samples and scenarios. We also observed an 
increase of design effect for CEM and, consequently, confidence intervals for esti-
mates (see Kolenikov 2014).

This study has several limitations, including the availability of external data 
and covariates both in nonprobability surveys and high-quality government sur-
veys. Having access to additional data sources could improve post-survey adjust-
ments and help distinguish better between the efficiency of covariates, the effect 
of quality of external data sources, and the efficiency of methods. Moreover, since 
estimates for only 18 items were compared to benchmarks and the majority of sub-
stantive items were more or less associated with one topic (i.e., health status), the 
findings would be more robust if survey items with corresponding benchmarks 
would be associated with other aspects of respondent’s lives, not only health. 
In addition, the total survey error framework (Biemer 2010; Groves et al. 2009; 
Groves & Lyberg 2010) has been proposed to provide a comprehensive overview 
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of all possible sources of sampling and non-sampling errors and give a systematic 
measure of survey quality that encompasses not just accuracy but also bias. The 
framework attempts to account for, and assess, many sources of error that arise 
through the survey process (which we could not study separately, e.g., measurement 
mode effects versus representation bias). This framework lends itself to the Bayes-
ian paradigm through incorporating prior information (Shirani-Mehr et al. 2018) 
or using expert opinion (Toepoel & Emerson 2017) in assessing the survey quality 
of surveys not based on probability schemes. We would suggest future research 
on improving inference in nonprobability samples to be more targeted, planned 
and properly designed in advance. Nonetheless, the approaches discussed in this 
chapter have distinct long-term benefits in improving the inferences from surveys 
conducted using nonprobability samples.
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The Internet has changed the social sciences dramatically by opening up new forms 
and fields of research, including the study of human behavior in online social net-
works (e.g., Ferg et al., 2021; Orehek & Human, 2017) and investigations of the 
Internet’s impact on human (co-)existence (e.g., Erhardt & Freitag, 2021; Lu & Yu, 
2019). The Internet also offers new forms of readily available data that can comple-
ment or, in some cases, replace primary data collection (e.g., Bach et al., 2021; 
Stier et al., 2020). Moreover, the Internet is itself a valuable tool for social research. 
Today, online research methods are used in most of the social sciences. 

Given the potential of Internet technology and the unique features of online 
human behavior, social media (SM) sites offer a promising approach for recruiting 
survey participants. Platforms such as Facebook, Instagram, and Twitter connect 
hundreds of millions of users, all of whom represent potential respondents. Over 
the past decade, numerous studies have shown that it is possible to reach and recruit 
large numbers of participants for scientific surveys through SM (e.g., Grow et al., 
2020; Kühne & Zindel, 2020; Pötzschke & Braun, 2017). The growing percentage 
of the population on SM creates new and expanded opportunities for the recruit-
ment of participants in social research. Many SM platforms, in particular, Face-
book, Instagram, and Twitter, have powerful targeting capabilities that can be used 
to recruit hard-to-reach populations. SM targeting tools allow researchers to track 
and reach users with specific demographic characteristics and interests based on 
their behavior both on the SM sites themselves and on other third-party websites 
that users interact with through their SM accounts. These features reduce the time 
and resources required to recruit rare and hard-to-reach populations. In light of 
the low effectiveness of traditional recruitment methods in reaching these groups, 
SM recruitment tools may prove to be an effective and efficient means of recruiting 
otherwise overlooked populations.

To decide whether SM recruitment tools could be useful for their own surveys, 
researchers need a better understanding of 1) which participants are likely to be 
reached through online surveys, 2) how other researchers have recruited similar 
samples via SM, and 3) what advantages and disadvantages SM recruitment strate-
gies have compared to other recruitment strategies. To date, the lack of a compre-
hensive literature review on the role of SM in recruiting participants for social sur-
veys makes it difficult for researchers to determine whether SM could be a viable 
method for their purposes. 

To enable more informed decisions about the use of SM in survey recruit-
ment, this research synthesis provides a broad overview of existing publications 
using SM recruitment. In reviewing the existing literature, my aim was to evalu-
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ate the methodology and effectiveness of survey recruitment, highlight advantages 
and disadvantages for survey research, identify current research gaps, and provide 
practical guidance for further research. I examined: (1) the effectiveness of SM 
sampling strategies for the targeted populations, (2) the cost-effectiveness of these 
approaches, and (3) the comparability and quality of the various approaches based 
on the demographic distribution of the SM samples.

Background
Social Media Platforms

The rise and spread of SM platforms is a complex and important social and cultural 
phenomenon of the twenty-first century (for a detailed overview of the history and 
development of SM, see, e.g., Dijck, 2013; Boyd & Ellison, 2008). SM platforms 
employ a variety of interactive and computer-based technologies that enable users 
to share information, personal messages, and other content, such as videos and 
images, in communities and networks that they create themselves. Obar and Wild-
man (2015) describe the four main features of SM platforms. They are (1) inter-
active web-based Web 2.0 applications that consist of (2) user-generated content 
that is shared via (3) service-specific profiles created by the users themselves and 
through which they (4) connect with others, thereby developing social networks.

The various SM platforms offer users different forms of expression, including 
news feeds on Facebook and Twitter, discussion forums on Reddit, live streams 
on Instagram and YouTube, private messages on WeChat and WhatsApp, and vid-
eos on TikTok. Figure 1 presents an extrapolation of the top 10 most widely used 
SM platforms by people all over the world. Based on the latest figures reported by 
Kepios et al. (2021),1 Internet users worldwide spend an average of 2 hours and 27 
minutes per day using SM. Furthermore, approximately 57.6% of the global popula-
tion is represented on at least one SM platform. This creates abundant opportuni-
ties to connect with the members of a population and recruit them to participate in 
online surveys. 

1	 Since almost none of the SM platforms regularly publish figures on their active user 
base, most insights come from projections based on the platforms’ self-serving adver-
tising systems. The data reported here are based on the metadata report by Kepios 
et al. (2021). Furthermore, please note that users do not necessarily represent unique 
individuals, as it cannot be ruled out that multiple or fake accounts are included in the 
extrapolation.
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Sources: Facebook, as of September 30, 2021 (Facebook, October 25, 2021); Telegram, as 
of November 8, 2021 (Telegram, November 8, 2021); all other metrics, as of October 17, 
2021 (Kepios Pte. Ltd. et al., 2021). 

Figure 1	 The World’s Top 10 Most-Used Social Media Platforms

In addition, some studies have found differences in the composition of users of 
different SM. For example, Hargittai (2020) found that younger populations (ages 
18-34) were more likely to be active on platforms such as Facebook, Reddit, Twitter, 
and Tumblr. Women were slightly more likely to use Facebook, whereas men were 
significantly more likely to use Reddit. More highly educated populations tended to 
use Twitter more frequently. Hellemans et al. (2020) found the same age effects and 
gender differences, reporting more male users on Twitter and more female users on 
Instagram and Facebook. Understanding patterns of SM use on different platforms 
is essential for recruiting survey participants. Before deciding to use a particular 
SM platform, it is crucial first to understand which population groups are more 
strongly represented on which SM and which are unlikely to be reached.

Recruiting Population Members via Social Media 

SM serves as a recruitment tool for researchers by allowing the creation and 
placement of content or advertising designed to reach target audiences. This can 
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be accomplished through various approaches, which can be broadly divided into 
unpaid and paid strategies.2 

Unpaid recruitment strategies encompass a variety of approaches. One of 
these is to reach potential participants and share survey invitations through groups. 
These may be existing groups that are thematically suited to the planned survey 
(e.g., Zimmer & Imhoff, 2020) or new groups or communities created explicitly to 
recruit target populations (e.g., Brickman Bhutta, 2012). Groups can also serve as a 
starting point for private messaging: Group members who are identified as poten-
tial survey participants can be contacted via private message and sent a survey 
invitation (e.g., Pagoto et al., 2014). 

Another approach is to use profile pages in SM networks. Here as well, one 
can either use existing content or create new content. When working with other 
institutions to conduct a survey, the partner institutions can share an invitation link 
on their profile pages (e.g., Al-Shaqsi et al., 2020). The invitation can also be shared 
on a page created specifically for the survey project and maintained by the project 
team. When using SM platforms that are primarily based on visual content, such 
as Instagram and TikTok, it is often convenient to publish videos inviting people 
to participate. These videos may be posted for potential participants to find in the 
“explore” section of SM platforms, alongside an array of other videos that have 
been shared publicly. Such videos often introduce the survey and invite SM users to 
participate. Rather than including the survey link, they usually include a note that 
the link for participation can be found in the profile description of the account that 
posted the video. 

Paid strategies make use of promotion options and SM advertising. Most SM 
platforms currently offer their services to users free of charge and rely on an adver-
tising revenue model. Researchers can purchase advertising on the platforms for a 
limited period and either promote existing content (e.g., Barnes et al., 2021) or place 
new ads for the research project at hand. Most SM platforms provide a sophisti-
cated advertising targeting system that allows specific audiences to be identified 
based on multiple parameters, such as demographic characteristics, interests, or 
behaviors (i.e., digital activities, device usage, purchase behavior, etc.) (e.g., Meta 
Inc.; Twitter Inc.). These targeting options are the result of both the data entered by 
users on their own profiles as well as the behavior of the users on the platforms. The 
targeting parameters can be used to customize ads to reach very specific or rare 
populations. In addition, ads can be placed in different positions on a site depending 

2	 It is worth noting that the distinction between paid and unpaid advertising is not clear-
cut. The paid approaches are based on purchasing advertising space on the platforms. 
Nevertheless, in most cases, users have the option of sharing ads and promoted content 
in their own networks or, for example, on their profiles. Promoted content is also not 
necessarily created for this purpose but may already exist prior to the use of a paid 
strategy and thus already have reached SM users.
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on the platform and end device of the target group – in the newsfeed, at the edge of 
the screen, or between “stories” (i.e., user-generated videos or images only visible 
for a limited period of time, usually 24 hours; see Figure 2). For a more detailed 
description of ad design on SM, see, Pötzschke & Braun (2017). Finally, ads can 
either link directly to an external survey website or point the user to an SM profile 
page that contains a link to the survey.

SM sites differ in several respects that strongly influence the conditions under 
which they might be suitable. For example, whereas Facebook allows for all the 
advertising options mentioned above, platforms like Instagram and TikTok do not 
have topic-specific groups that could be used for recruitment. Moreover, while Face-
book, Instagram, and WeChat have very detailed demographic targeting options, 
Reddit and Twitter, for example, provide only a minimum amount of demographic 
information. Additionally, registration standards vary widely between platforms. 
Whereas platforms like Facebook, TikTok, and WeChat require detailed verifica-
tion of new accounts, others like Twitter or Reddit do not, leading to a potential 
disparity between the number of accounts and the number of actual users. Further-
more, behavioral norms, site rules, and opportunities for different types of targeting 
vary with the current state of algorithmic updates, both across SM sites and over 
time. For an extensive overview of the different paid and unpaid strategies as well 
as the targeting options available on a selection of SM platforms, see Table 1.

Besides the varying characteristics of specific platforms that influence the use 
of SM platforms as recruitment tools, several other factors should also be consid-
ered when using SM strategies. In general, SM platforms offer both advantages and 
disadvantages in recruiting survey respondents, especially in comparison to more 
established offline or online methods. Table 2 provides an overview of the regularly 
cited advantages and disadvantages of SM recruitment. Where available, empirical 
evidence for the respective statements is given.
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Review Methodology
A systematic search was applied to identify the relevant literature. The overall goal 
was to identify research articles that used SM platforms to recruit respondents for 
social-science-related online surveys. For this, the Web of Science database was 
used to access the Social Sciences Citation Index (SSCI), a multidisciplinary cita-
tion database specifically focusing on journals in various disciplines of the social 
sciences. The search was conducted on October 5, 2021, and used a combination 
of the following search terms with the Boolean operator “OR” and then combined 
with the Boolean operator “AND”:

((“recruit*”) OR (“participant recruit*”) OR (“recruit* strategies”) OR (“social 
media recruit*”) OR (“online sampling”) OR (“survey sampling”)) AND (sur-
vey) AND ((“social media”) OR (“social network*”) OR (“social networking”) 
OR (Facebook) OR (Instagram) OR (YouTube) OR (WhatsApp) OR (Tum-
blr) OR (Twitter) OR (Myspace) OR (Snapchat) OR (TikTok) OR (Vimeo) OR 
(Flickr) OR (Clubhouse) OR (Reddit) OR (4chan) OR (8chan) OR (8kun) OR 
(Telegram) OR (LinkedIn) OR (Pinterest) OR (Badoo) OR (QZone) OR (“Sina 
Weibo”) OR ( WeChat) OR (“Tencent Weibo”) OR (Youku) OR (Vkontakte) 
OR (Twitch) OR (Xing) OR (Kuaishou) OR (Douyin) OR (WEIXIN))

The search field was limited to the topics category, meaning the search terms could 
only appear within the title, abstract, authors’ keywords, and the databases’ “key-
words plus” category. Furthermore, only papers published in scientific journals and 
written in English were considered relevant. The publication period was defined to 
begin January 1, 2002, one year before SM hit the mainstream (Boyd & Ellison, 
2008), and to end on October 5, 2021, to encompass a wide range of applications. 
The resulting records (N=1,199) were imported into the Citavi literature manage-
ment software for further data screening. Subsequently, I performed a two-stage 
screening procedure. The first step involved exclusion based on the information 
contained in the abstracts. The following exclusion criteria were applied: (1) the 
abstract did not mention a reference to social media recruitment at all, (2) the 
abstract did not mention survey recruitment, (3) the abstract mentioned an overall 
sample size n≤100, and (4) the abstract mentioned that the authors of the paper did 
not do their own data collection. Overall, 624 articles were excluded during the 
abstract screening, leaving 575 full texts for review.

In a second step, the full texts of the remaining articles were screened based 
on the same exclusion criteria as in the abstract screening, but here on a full-text 
level as well as based on three additional criteria: (5) the article did not specify the 
SM platform, (6) the article either did not distinguish participants recruited via 
SM from participants recruited via other strategies, or multiple SM platforms were 
grouped together into the same category, and (7) the article did not include enough 
relevant information to be included in at least one of the analyses in the literature 
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review. In the second step, a further 481 articles were excluded. Additionally, 11 
articles were excluded because of duplication of study results. Further, 10 articles 
were excluded due to a lack of data access. 

A total of 73 journal articles covering a total of 83 separate studies remained 
for inclusion in the literature review (Online Appendix 1).3 Finally, the articles 
were systematically searched for data such as the number of individuals recruited, 
recruitment performance metrics, and cost. Online Appendix 2 provides a flow 
chart showing the exclusion process (Online Appendix 2, Figure 1), an extensive 
summary of the studies included (Online Appendix 2, Table 1), as well as the URL 
to replicate the search.

Recruitment Effectiveness

The effective recruitment of participants and, consequently, a large analysis sample 
is essential for quantitative research. At the same time, the overall effectiveness of 
the recruitment strategy must be considered in the context of the target population 
and the study objective. Therefore, to assess the effectiveness of SM recruitment 
strategies, I reviewed the evaluations of effectiveness by the articles’ authors and 
recorded the size of the samples recruited. Additionally, where feasible, I com-
pared the effectiveness of the strategies used with other recruitment strategies. I 
considered a recruitment approach to be effective if the authors had found it to be 
sufficient for the purpose of their study. In addition, I considered a method to be 
more effective if it reached a larger percentage of respondents than another method. 

Recruitment Costs

The effectiveness of a recruitment strategy is always influenced by its cost. In sur-
vey practice, many designs must be modified within cost constraints. There are 
usually limited resources available to conduct a survey, which inevitably affects 
the choice of recruitment method. By formally evaluating and comparing the costs 
of different recruitment methods, one can determine their overall effectiveness 
(Groves, 2004). I therefore assessed cost-effectiveness in terms of cost per partici-
pant, and compared this, where possible, to the costs of other recruitment methods.

3	 Please note that in the remaining sections of this paper, the articles by Batterham 
(2014), Brodovsky et al. (2018), Ford et al. (2019), Lee et al. (2020), and Sunderland et 
al. (2017) are each counted as a single article or as multiple studies, according to the 
conclusions drawn, as they present results from multiple studies. This brings the num-
ber of studies included in this literature review to 83 studies in 73 journal articles.
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Representativeness

The effectiveness and costs of sample recruitment must be balanced against the 
ability of samples to represent the intended target population. In line with the con-
cept of total survey error (Groves & Lyberg, 2010), various sources of representa-
tion error such as coverage error, (self-)selection error, and non-response error are 
to be expected in surveys. The same applies to surveys recruited through SM plat-
forms. Due to the reduction of the sampling frame to SM users only and the selec-
tive nature of convenience sampling approaches, severe limitations on represen-
tativeness are to be expected with SM recruitment. Nonetheless, SM recruitment 
is used frequently with the aim of producing a representative sample. To clarify 
whether the SM samples matched population estimations, I compared demographic 
characteristics of the recruited participants to national data included in the articles.

Findings
The articles included in this literature review were published between 2011 and 
2021, with the number of publications increasing steadily over the period. This 
trend highlights the growing scientific relevance of the topic and the urgent need to 
systematically investigate its potential for survey research. 

The majority (n=52) of the included articles used the social networking site 
Facebook as their only recruitment tool. Fifteen articles used a combination of 
Facebook and other SM platforms, for example, Reddit (e.g., Cahill et al., 2019; 
Côté-Léger & Rowland, 2020), Instagram (e.g., Garey et al., 2020; Guillory et al., 
2018), and Twitter (e.g., Cavallo et al., 2020; Yuan et al., 2014). Other articles relied 
solely on other platforms or used a combination of them. The large number of arti-
cles that used Facebook for recruitment indicates that this was the most popular SM 
site for recruiting participants, certainly due to the high prevalence of usage among 
the world population. 

Most studies used at least one paid recruiting approach (n=65). Targeted ads 
were used in 60 cases, and three studies used untargeted ad space on SM platforms 
(Dean et al., 2012; Sullivan et al., 2011; Wagenaar et al., 2012a). One study each 
used the option of promoting a Facebook page (Ellis et al., 2018) and a Facebook 
post (Barnes et al., 2021), both of which were created specifically for the study 
purpose.

The remaining articles used unpaid strategies, such as posting in specific 
groups or communities (e.g., Arentz et al., 2021; Avery-Desmarais et al., 2021), pub-
lishing multiple posts or tweets on private or institutional profile pages (McRobert 
et al., 2018), and sending private messages to specific users (Barratt et al., 2015; 
McRobert et al., 2018).
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Nineteen of the 73 articles combined SM recruitment with other recruitment 
approaches. Overall, 11 combined SM recruitment exclusively with other online 
recruitment methods, for example, the use of e-mail lists (e.g., Arentz et al., 2021; 
Harfield et al., 2021), online panels (Zhang et al., 2020; Guillory et al., 2016), or the 
crowdsourcing data acquisition platform Amazon Mechanical Turk (Reuter et al., 
2019; Côté-Léger & Rowland, 2020). Three studies used a combination of online 
and offline approaches (Baxter et al., 2017; Barrat et al., 2015; McRobert et al., 
2018). Another two used venue-based approaches (Admon et al., 2016; Guillory et 
al., 2018). Finally, one study used newspaper ads (Carter-Harris et al., 2016).

Most studies were conducted in the United States (n=37), followed by Austra-
lia (n=17). Three studies were conducted in Canada (Chu & Snider, 2013; Shaver 
et al., 2019; Archer-Kuhn et al., 2021), and one study each was conducted in Brazil 
(Samuels & Zucco, 2014), Egypt (Wiliamson et al., 2021), Jordan (Suliman et al., 
2018), Malaysia (Shakir et al., 2019), Norway (Robstad et al., 2019), and Thailand 
(Khumsaen & Stephenson, 2017). A total of seven studies took a cross-national 
approach (e.g., Barratt et al., 2015; Chard et al., 2018), while another three recruited 
respondents across national boundaries (e.g., Ellis et al., 2018; Dean et al., 2012). 
Overall, 57 of the 73 selected articles focused on cross-regional populations within 
countries, and 16 on specific regions (e.g., Russomanno & Tree, 2020; Wilson et 
al., 2019). 

The majority of studies focused on adult-aged participants (n=48). The rest 
targeted very specific age groups (e.g., 13-20 years, Ford et al., 2019; 55-77 years, 
Carter-Harris et al., 2016). In addition, most of the studies covered all genders 
(n=66). Seven targeted female participants only (e.g., Archer-Kuhn et al., 2021; 
Arentz et al., 2021), and eight focused on male respondents only (e.g., Seidler et al., 
2021; Wagenaar et al., 2012a). A single study targeted transgender and gender non-
conforming people (Russomanno & Tree, 2020).

Apart from basic demographic characteristics, most studies focused on spe-
cific target groups, for example, (ex-)smokers (e.g., Carter-Harris et al., 2016; Guil-
lory et al., 2016), users of (illegal) drugs (e.g., Borodovsky et al., 2018; Daniulaityte 
et al., 2018), parents (e.g., Akard et al., 2015; Arcia, 2014), or certain ethnic groups 
(e.g., Admon et al., 2016; Harfield et al., 2021). A total of 24 studies focused on spe-
cific rare populations. Eleven of these studies focused on members of the LGBTQI* 
community (e.g., Mitchell & Petroll, 2012; Sharma et al., 2018), eight on patients 
with rare diseases (e.g., Chung et al., 2019; Woodward et al., 2016), two on spe-
cific professional groups (Robstad et al., 2019; Suliman et al., 2018), and one study 
each on indigenous populations (Harfield et al., 2021), victims of sextortion (Wolak 
et al., 2018), and parents of children with cancer (Akard et al., 2015). A further 
nine studies addressed hard-to-reach populations. Four of these studies targeted 
young smokers (e.g., Garey et al., 2020; Pepper et al., 2019), and one each focused 
on cannabis cultivators (Barratt et al., 2015), heavy-drinking smokers (Bold et al., 
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2016), mothers who had experienced domestic violence (Archer-Kuhn et al., 2021), 
men who seek help from mental health services (Seidler et al., 2021), and Polish 
migrants (Pötzschke & Braun, 2017).

Recruitment Effectiveness 

The total number of participants recruited via SM ranged from one participant 
recruited using a single post on a LinkedIn profile (McRobert et al., 2018) to 71,612 
participants recruited using Facebook ads for a cross-national survey (Perrotta et 
al., 2021). The wide variation can be attributed to the recruitment strategies used as 
well as the different target groups. 

Overall, the majority of unpaid SM strategies resulted in sample sizes n≤100. 
This includes all strategies that involved posting the survey invitation on a (profile) 
page. This was the case for posts on personal pages (e.g., Facebook profile page: 
n=21, Côté-Léger & Rowland, 2020; LinkedIn: n=1, Google +: n=41, McRobert 
et al., 2018), as well as on pages created specifically for the study (Facebook page: 
n=100, McRobert et al., 2018). Other unpaid strategies, such as posting a home-
made video on YouTube (n=7; Barratt et al., 2015) and direct messaging on Twitter 
(n=67; Barratt et al., 2015), also resulted in a comparatively small number of cases. 
In contrast, unpaid strategies that relied on the group structure of SM platforms 
performed better. Of a total of twelve articles reporting results for group strategies, 
eight achieved a case count above 100 participants.
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Table 3 shows the eighteen studies that evaluated the effectiveness of SM 
recruitment using an additional method. Overall, the percentage of participants 
recruited via SM ranged from 5.31% (Baxter et al., 2017) to 91.90% (Wolak et al., 
2018). The median percentage was 59.56%. Eleven of the 18 articles reported more 
than 50% recruitment via SM. 

The comparison with other strategies highlights that most unpaid SM 
approaches were less effective. Only Arentz et al. (2021), comparing an invitation 
to participate in a pre-existing Facebook group to direct e-mail to members of an 
association, achieved a larger sample with SM (n=91; 90.10%). The other articles 
suggested that alternative recruitment approaches, such as ads on collaborating 
websites (Baxter et al., 2019), ads on mobile apps (Welton et al., 2020), or venue-
based approaches (Robstad et al., 2019), were more effective in achieving a suffi-
cient analytic sample for their study purpose. 

Nevertheless, none of the articles concluded that recruitment via SM was 
not advisable overall. Some studies with small sample sizes using unpaid SM 
approaches combined these with more effective paid SM approaches (Bennetts et 
al., 2019; Côté-Léger & Rowland, 2020). Here, it is important to keep in mind that 
whereas unpaid recruitment strategies rely on sporadic releases of content on SM, 
paid recruitment strategies usually entail continuous promotion of content over a 
period of several days. It is therefore inevitable that the paid strategies perform 
better in terms of recruitment rates, as more people are exposed to the content 
overall. Other articles argue that the small SM samples nonetheless provide greater 
diversity to their study population (e.g., Baxter et al., 2017; Robstadt et al., 2019). 
Based on these findings, it can be concluded that unpaid SM approaches are less 
effective than paid approaches and other recruitment strategies overall. Still, they 
can serve as a complementary sampling method to expand the sample population 
in a cost-effective way. 

The paid SM strategies reached a higher number of recruited individuals than 
the unpaid approaches. The median number of individuals reached through paid 
approaches was 2,003, with absolute numbers ranging from 154 to 144,034. The 
large difference in performance was due primarily to the duration of each recruit-
ment strategy. Taking recruitment duration into account, the median number of 
individuals recruited per day was 35.51, again with wide variation in the number 
per day (range: 1.26 – 685.90). 

The comparison with other strategies provides evidence that paid SM strat-
egies may be advantageous over offline approaches. Three studies used targeted 
ads in combination with offline recruitment methods (Admon et al., 2016; Guil-
lory et al., 2018; Carter-Harris et al., 2016). In all cases, the authors concluded that 
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recruitment via SM was more effective than the offline approach.4 Compared with 
other Internet-mediated approaches, results for paid strategies were more diverse 
but generally showed a positive trend toward SM recruitment. Out of eight studies, 
six reported higher rates of recruitment via social media. Of these, one study com-
bined Facebook ads with an online panel (Zhang et al., 2020), and one combined 
Facebook and Instagram ads with recruitment via an e-mail list (Harfield et al., 
2021). Four studies used a combination of various other Internet-mediated recruit-
ment methods (Bennetts et al., 2019; Côté-Léger & Rowland, 2020; Thornton et 
al., 2016; Wolak et al., 2018). The two studies that showed lower recruitment rates 
for paid SM strategies combined Twitter ads with an online panel (Guillory et al., 
2016) and Twitter ads with Amazon Mechanical Turk (Reuter et al., 2019). Guillory 
et al. (2016) aimed to recruit 190 participants using each of the applied recruit-
ment approaches and therefore concluded that the SM sample was effective for their 
study purpose.

Only two of the 24 studies focusing on rare populations combined an SM 
strategy with another approach. Welton et al. (2020) used a mix of unpaid posts 
in three Facebook groups and posts in a health app to reach individuals with sei-
zure disorders and epilepsy. Overall, 26.76% (n=339) of participants enrolled via 
Facebook. The authors concluded that the combination of the two strategies was 
effective in obtaining a more diverse sample of the target population. Guillory et al. 
(2018) compared targeted ads on Facebook and Instagram with in-person intercept 
recruitment in LGBT bars and nightclubs to reach 18-24-year-old LGBT individu-
als. They concluded that both virtual (n=6,611; 47.27%) and local venues (n=7,375; 
52.73%) were highly effective in recruiting a sufficient number of participants. 
Although more respondents were recruited through social venues, the research-
ers argued that SM was more efficient. Time spent recruiting in venues was much 
higher, as it included training, travel time to and from recruitment venues, and time 
to recruit at locations. In contrast, SM recruitment only required ad placement 
before the self-selection of participants into the survey could begin. Thus, much 
less time was needed to generate a large sample. Finally, the outstanding success 
in reaching LGBT* individuals might be because these rare population groups are 
particularly active in social venues and on SM in connecting with other community 
members. In conclusion, it is reasonable to assume that highly connected and active 
subgroups can be reached effectively via SM.

4	 Although Guillory et al. (2018) recorded more participants with the venue-based ap-
proach, they concluded that ads on Facebook and Instagram were more effective be-
cause of the time savings.
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Recruitment Costs

Of all studies that used at least partially paid strategies, 73 reported at least some 
information about recruitment costs. Table 4 contains an extensive overview of all 
reported financial and performance metrics. Given the variation in sample sizes, 
recruitment length, and SM strategies, it is not surprising that the overall cost var-
ied widely. Total SM recruitment expenditures were given in 43 studies and ranged 
from $50.20 (n=404; Dean et al., 2012) to $10,388.17 (n=4,010; Lee et al., 2020 – 
Study 1).5 The median total spent on recruitment via SM was $812.03. The cost per 
click (CPC), which applies to any paid advertising or promotion, was determined 
by daily fluctuating bid prices, as SM platforms offer advertising slots based on a 
competitive bidding system. Advertisers can bid on limited slots, and thus, demand 
determines the performance of the ads. Thus, while researchers can set a budget for 
ad campaigns, they have no control over the number of clicks generated by an ad. 
The information on the average CPC, available in 25 studies, varied between $0.02 
(n=1,562; Shakir et al., 2019) to $2.16 (n=2,432; Zhang et al., 2020), with a median 
CPC of $0.36. Additionally, 39 studies reported the average cost per participant 
(CPP). The amount ranged from $0.18 (n=6,602; Ali et al., 2020) to $43.41 (n=661; 
Cavallo et al., 2020 – Twitter), and the median of CPP was $4.33. 

Moreover, four studies compared the costs of different recruitment methods. 
Batterham (2014) found the cost of recruiting by postal and telephone recruitment 
(CPP: $13.56) to be significantly higher than for targeted ads on Facebook (CPP: 
$1.07 in Study 1; $7.09 in Study 2). Two studies came to a similar conclusion when 
comparing targeted ads on Facebook with venue-based recruitment (Admon et al., 
2016: CPP: $14.63 vs. $23.51) and newspaper advertising (Carter-Harris et al., 2016: 
CPP: $1.51 vs. $40.8). The reasons were very high personnel and processing costs 
when recruiting offline. Here, SM approaches provide a clear advantage. Reuter 
et al. (2019) compared paid Tweet ads on Twitter with recruitment via Amazon 
Mechanical Turk to reach 500 participants with each approach. Again, the SM-
based approach was more cost-effective (Overall cost: $980 vs. $3,500).

5	 In the figures reported in the following, the dollar sign refers to U.S. dollars.
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Overall, few of the studies on rare or hard-to-reach populations provided 
information on costs. Of the 33 total studies, 25 used at least one paid SM strategy. 
However, only nine of the 25 studies included information on the exact cost of com-
pleted interviews (Akard et al., 2015; Archer-Kuhn et al., 2021; Bold et al., 2016; 
Chung et al., 2019; Crosier et al., 2016; Pötzschke & Braun, 2017; Ramo & Pro-
chaska, 2012; Woodward et al., 2016; Yuan et al., 2014). All studies used targeted 
ads on Facebook as a paid recruitment strategy. The most cost-effective completed 
interviews were reported by Pötzschke and Braun (2017), who used a combination 
of Facebook and Instagram ads to recruit Polish migrants in four European coun-
tries ($0.52 per interview). The most expensive completed interviews were recorded 
by Akard et al. (2015), who used targeted advertising on Facebook to reach parents 
of children with cancer (just under $17.00 per interview). All nine studies con-
cluded that the SM approaches were highly cost-effective. These findings suggest 
great potential for the cost-effective recruitment of rare or hard-to-reach population 
groups via SM. This is especially relevant in terms of cost planning for data collec-
tion, particularly since probabilistic sampling strategies require a very high number 
of attempts to contact these populations, which in turn greatly increases costs. On 
SM platforms, on the other hand, group structures and targeting options can be 
used to reach specific individuals in a targeted manner, making recruitment more 
cost-effective.

Social Media’s Representation of the Population

Recruitment effectiveness and cost-effectiveness must be balanced against a sam-
ple’s ability to represent an intended target population. Since samples recruited 
via SM are non-probability-based, target group members have unequal chances of 
being included. One of the biggest challenges in correcting this selectivity is the 
lack of available information about who actively decides not to participate in the 
survey. In most cases, data about the total population active on each SM platform is 
unavailable. Without this information, there is almost no way to make probabilistic 
inferences about the population. As a result, the conclusions of most SM samples 
cannot be readily extrapolated (Lehdonvirta et al., 2020).

However, the goal of such survey designs is not always to obtain a representa-
tive sample of respondents. All reviewed articles discussed the issue of the scope 
of the recruited sample, at least in terms of study limitations. Most concluded that 
their studies could not be generalized to the entire target population. None of the 
eight articles that used exclusively unpaid strategies included a comparison of the 
SM sample with known distributions of the target population. However, some of 
these studies aimed not to create a representative sample but rather to gain insight 
into an area of research (e.g., Avery-Desmarais et al., 2021). 
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More than two-thirds of the articles that used at least one paid strategy (n=44; 
67.69%) concluded that the sample was not representative due to the SM popu-
lation’s unknown composition or the “black box” of advertising algorithms. The 
remaining 21 articles evaluated the representativeness of characteristics of the pop-
ulation of interest. Their findings were mixed overall. Most comparisons concluded 
that the samples were only partially representative. The characteristics most often 
described as imbalanced included age, gender, education level, and ethnicity/race. 
Table 5 provides a detailed listing of biased and unbiased demographics.

Age bias was reported in twelve articles. A total of seven articles reported 
the overrepresentation of young people or adolescents. Additionally, Batterham and 
Calear (2021) reported an underrepresentation of elderly populations. The biased 
estimates may be due to the comparatively younger SM population on most plat-
forms. Furthermore, younger people generally spend more time on SM, which 
increases the chances of reaching this group. However, the findings of Ali et al. 
(2020) and Perrotta et al. (2021) differ. Both had a comparatively high proportion 
of older individuals in their samples. This could be due to the specific topic of the 
surveys: Ali et al. (2020) and Perrotta et al. (2021) surveyed beliefs and behaviors 
in the context of the COVID-19 pandemic. Because an infection poses a higher risk 
of severe complications, particularly for older adults, it is reasonable to assume that 
this group would have a higher interest in study participation.

Regarding the distribution of gender and education level, there were further 
limitations on representativeness. Five studies using Facebook for recruitment 
found an overrepresentation of female participants (Batterham & Calear, 2021; Bat-
terham, 2014; Carter-Harris et al., 2016; Chung et al., 2019; Harfield et al., 2021). 
This may be because females tend to be more active on SM (Pew Research Center, 
2015). Dean et al. (2012) found the opposite gender effect, that is, a higher number 
of males, in a sample recruited via Second Life. In addition, eight studies found a 
trend toward participants with higher levels of education (Ahmed et al., 2013; Ali et 
al., 2020; Bennetts et al., 2019; Carter-Harris et al., 2016; Nelson et al., 2014; Per-
rotta et al., 2021; Rosenzweig & Zhou, 2021; Zhang et al., 2020). All these studies 
used targeted ads on Facebook to recruit their participants.
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Studies reported mixed findings regarding the representation of ethnic groups. 
Ali et al. (2020), Arcia (2014), and Altshuler et al. (2015) found an underrepresenta-
tion of Hispanics and overrepresentation of non-Hispanics, respectively. Chung et 
al. (2019) and Yuan et al. (2014) found an underrepresentation of African Ameri-
cans. Since all these studies used Facebook as their primary sampling frame, the 
results indicate a distinct limitation of this platform as a recruitment tool.

To increase the national representativeness of their surveys, Perrotta et al. 
(2021) and Zhang et al. (2020) applied weights to compare their samples to popula-
tion data. Perrotta et al. (2021) used a post-stratification weighting approach, and 
Zhang et al. (2020) used an inverse probability weighting approach. These pro-
cedures led, at least partially, to corrected results comparable to population data. 
Appropriate weighting strategies might thus increase the quality of SM samples. 
Nevertheless, these two examples should not be taken as irrefutable proof of the 
effectiveness of weighting methods in obtaining representative results. Despite 
weighting strategies, bias was still found in both studies.

Discussion
This literature review synthesized the available evidence on the strengths and 
weaknesses of SM as a recruitment tool for online surveys. The majority of studies 
included in this review concluded that recruitment via SM was an effective method 
for their study purposes. In particular, studies comparing SM and offline strate-
gies showed SM to have the advantages of a wide reach and the ability to reach 
audiences. In addition, studies comparing SM and other online strategies showed 
that the options of targeting and promoting ads in SM were beneficial. Unpaid SM 
strategies, on the other hand, tended to be less effective than other approaches. Nev-
ertheless, unpaid strategies should not be considered generally ineffective. Indeed, 
the review showed that these approaches could be used effectively to complement 
other recruitment strategies to reach specific subgroups of a target population. 

Beyond that, studies showed that SM recruitment was effective for reaching 
rare populations. This is one of the most significant advantages of these recruitment 
strategies. Due to the many SM platforms and numerous daily online user interac-
tions, researchers can reach even very rare populations at a scale sufficient for their 
study purposes. The group structures, as well as the extensive targeting options, 
enable targeting of even very precisely defined populations. Thus, SM strategies 
offer a recruitment option for cases in which probabilistic sampling methods meet 
their limits due to financial, personnel, or time constraints, as well as a lack of sam-
pling frames. The benefits were particularly evident for the recruitment of LGBT 
people, who tend to be highly connected through SM. 
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The costs of SM approaches varied widely across studies. Most studies 
reported SM strategies to be very cost-effective, but the costs depended heavily 
on the target audience. Comparisons of SM recruitment with other recruitment 
approaches highlighted the advantages of SM in terms of recruitment costs. Like-
wise, studies focusing on rare or hard-to-reach populations illustrated the argument 
for high cost-effectiveness of SM recruitment, as probabilistic recruitment strate-
gies to reach these groups would involve a high number of contact attempts and 
would thus inevitably increase costs.

Finally, most studies that aimed for representative results showed bias in some 
sociodemographic variables. Study results showed, for example, disproportionate 
percentages of women and highly educated individuals in samples recruited via 
Facebook. A remaining problem is the lack of control when relying on paid SM 
strategies and allocation algorithms. The SM platforms covered in this review are 
not transparent as to the sum of all underlying decision-making mechanisms that 
influence the placement of ads or promoted content. Potential selectivity bias can-
not be ruled out without further insight into the allocation mechanism. However, 
many of the studies reviewed did not aspire to generalize their results, arguing that 
the results were not transferable or valid outside a narrow framework.

Unpaid strategies such as posts in groups or communities can be used in the 
form of an online venues-based approach to reach certain subgroups. Direct mes-
sages offer a digital version of an outreach event. Finally, paid SM recruitment 
strategies allow monitoring of participant demographic characteristics and can be 
used to target population members accordingly. 

Additionally, this literature review produced some more general findings. 
Several scientific papers lacked sufficient documentation. Only if the recruitment 
process is transparent can results be interpreted in a real context, making follow-up 
research or reproducible studies possible. Furthermore, many studies lacked reflec-
tion on the quality of the data obtained. While most studies described the lack 
of representativeness, few commented on the impacts of, for example, the devices 
used or the risk of falsified or faked responses.

The Internet and SM have a significant influence on survey research. The 
ongoing growth of the Internet and the increasing number of SM users offer great 
potential for future participant recruitment. It is essential to continue research in 
this area and (critically) reflect on new developments to ensure and update scientific 
standards accordingly.

Directions for Future Research
The literature review highlighted several areas for future research. Only a fraction 
of the studies included using paid strategies explicitly reported performance met-
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rics for the individual advertisements. Therefore, the question of what types of ad 
design were more appealing to potential participants could not be answered in most 
cases. Future studies should explicitly address the performance of individual ads 
and the effect of design differences between ads. 

The results of many of the articles included in this review cannot be gen-
eralized beyond specific populations. Only in a few cases, when controlling for 
several indicators and using probability-based survey data and a known popula-
tion base, can the results be reasonably generalized. All of the studies considered 
reported at least a low level of bias. Further research is needed to systematically 
address whether SM can be used at all to recruit representative samples and, if so, 
which SM platforms and strategies are the most suitable for this purpose. Further-
more, to comprehensively describe the representativeness of samples recruited via 
SM, future studies should explicitly include parameters matching census data or 
national surveys in the questionnaire to allow for comparability. 

When using SM for survey recruitment, users need to see and read the invi-
tation to join the online survey. Without information on the group that has been 
exposed to the invitation, it is impossible to determine whether representativeness 
problems were due to algorithm allocation processes that caused underrepresented 
groups not to see the ads, or whether underrepresented groups simply did not want 
to participate. To date, little research exists on the perception of ads and promoted 
content on SM platforms. A future approach could be to study attention to ads on 
SM through, for example, eye-tracking tests. 

In general, only a few articles covered in this review addressed the possibility 
of fraudulent enrolment when recruiting survey participants via SM. Since many 
of the SM platforms use limited account validation measures, there is always a 
risk of multiple participation and intentional falsification of survey data. Further-
more, it cannot be ensured that participants originated from the platforms. Since 
recruitment is uncontrolled, survey links can be shared and distributed outside the 
platforms. Further work is needed to evaluate methods to ensure data authenticity, 
such as tracking IP addresses or referral URLs, to investigate participant conver-
sion patterns further. 

Few studies mentioned the use of incentives to recruit respondents via SM. 
There is a tension between the use of incentives and the simultaneous risk of gener-
ating a high proportion of fraudulent interviews. Future research should test incen-
tivization methods for SM surveys, taking the resulting data quality into consider-
ation. In addition, only one study incorporated incentive costs into expenditures. 
However, the use of incentives could have an impact on the evaluation of cost-
effectiveness. This is where further research could come in and examine whether 
the argument for cost-effective recruitment remains valid when incentive costs are 
considered. 
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Abstract
This study reveals the existence of a paradox in how the public views polling within the 
democratic process. Specifically, even though the public believes that it can influence poli-
cymaking, it considers public opinion polls not as useful as other, less representative forms 
of public input, such as comments at town hall meetings. Analyzing data from multiple 
surveys conducted in the United States of America, we find no evidence for the demo-
cratic representation hypothesis with respect to polling. Comparisons across stakeholders 
(public, journalists, and politicians) demonstrate that general perceptions of inputs into the 
democratic process are similar, which confirms the citizen-elite congruence hypothesis. 
However, unlike members of the public, experts are more likely to believe that public opin-
ion polls are the optimal method by which the public can successfully inform policymak-
ing, a finding consistent with the legitimization hypothesis. With respect to perceptions of 
politicians, we found substantial differences regarding party registration with Democrats 
and Independents favoring public opinion polling and Republicans preferring alternative 
methods (e.g., town hall meetings) of informing policymakers.
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There has long been a connection between public opinion polling and policymak-
ing (Burstein, 2003, 2010; Page & Shapiro, 1983, 2010; Sobel, 2001; Wlezien & 
Soroka, 2012). With respect to democratic representation, polling has an important 
democratic function by informing politicians about beliefs of the electorate, which 
may guide their policy decisions (Bowler, Donovan, & Karp, 2007). Compared 
with other public policy input sources such as town hall meetings, campaign events, 
demonstrations, phone calls, letters, or emails from members of the public to a 
politician or policymaker, public opinion surveys remain the most systematic and 
representative aggregations of public opinion (Verba, 1996).

Policy leaders have for many years used public opinion polls both to under-
stand what the public thinks and to actively shape public opinion (Jacobs & Sha-
piro, 1995, 2000). Public opinion is also used by the public as a source of infor-
mation regarding what other people think (Moy & Rinke, 2012). While political 
elites regularly conduct their own public opinion polls, the public relies on others to 
sponsor them. This role is often taken by the media, which at the same time sum-
marizes public opinion data derived from other sources such as think tanks, town 
hall meetings, attendance at political events, and person-on-the-street interviews 
(Herbst, 1993; Jacobs & Shapiro, 2005; Rosenstiel, 2005; Strömbäck, 2012).

This research investigates the perceived role of public opinion research in the 
democratic process by contrasting perceptions of members of the public with elite 
perceptions of journalists and politicians. Public opinion research is compared with 
other policy input sources (e.g., interest groups) and other means by which the pub-

https://us.kantar.com/public-affairs/politics/2013/kantars-path-to-public-opinion/
https://us.kantar.com/public-affairs/politics/2013/kantars-path-to-public-opinion/
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http://maristpoll.marist.edu/wp-content/misc/usapolls/us170323_MCC_HBO/Complete%20Survey%20Findings_McClatchy-Marist%20Poll_March%202017.pdf
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lic can interact with politicians (e.g., town hall meetings) and influence their deci-
sion making. We also investigate which political party is less or more supportive of 
public opinion research (e.g., Democrats or Republicans). While the study is mainly 
exploratory, three specific research hypotheses are examined. First, the democratic 
representation hypothesis, which assumes that in a democracy, citizens prefer that 
politicians base their decisions on the views of the public. Second, the elite-citizen 
congruence hypothesis that postulates similarity between the perceptions of both 
groups. Third, the legitimization hypothesis, which suggests that elites perceive 
polling as more influential than do members of the public because they use poll-
ing professionally. For the empirical analyses, we use data of four studies from the 
United States of America, which measured perceptions regarding the societal role 
of public opinion research across members and the public, journalists, and politi-
cians. 

The paper continues with an overview of previous research on democratic rep-
resentation through polling from the perspective of citizens and elites. Afterward, 
we describe our data and methods, present the empirical results, and discuss our 
findings.

Democratic Representation and Polling
While certainly not without problems such as nonattitudes, information levels, and 
multiple conflicting preferences (Burstein, 2010; Converse, 1964; Zaller, 1992), 
findings from public opinion polls have many important functions within a democ-
racy (Delli Carpini & Keeter, 1996; Page, 1994; Shapiro, 1998; 2011). No function 
is more important, though, than its role informing and providing policy decision-
makers and the public with reliable information regarding general public sentiment 
and preferences regarding contentious policy issues. Of course, policy decisions 
are also based on input from sources other than public opinion (Burstein, 2003; 
Gray, 2004; Verba, 1996). MacInnis, Anderson, and Krosnick (2018, 9) identify six 
different information sources which policymakers in Congress often consider: the 
general public, the issue public, economic elites, donors and sponsors, political par-
ties, and the president. Two of these sources relate to the public (general and issue), 
three to special interest groups (economic elites, donors, and sponsors), and two to 
political elites (political parties and the president). Other information sources that 
may also receive attention include the media and both policy and political experts 
(Jacobs & Shapiro, 2000).

Our data allows us to examine the democratic representation hypothesis with 
respect to public opinion polls, which suggests that in a democracy public opinion 
influences governmental decisions (Newport et al., 2013). Following this argument, 
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polling - as the most representative aggregations of public opinion (Verba, 1996) – 
should be perceived as the ideal way of affecting political decision-making.

There are only a few studies that have compared the various information 
sources and interest groups that may supply inputs to public officials for policymak-
ing purposes and those comparisons have mostly focused on the opinions of the 
general public (Doherty, 2013; Doherty et al., 2019; MacInnis, Anderson, & Kros-
nick, 2018; Soroka, 2002). MacInnis, Anderson, and Krosnick (2018) found that the 
public believes members of Congress should pay the most attention to the general 
public and to people who feel strongly about an issue, while believing that their rep-
resentatives actually pay more attention to the preferences of their supporters, cam-
paign donors, and economic elites. Doherty et al. (2019) examined the relative dif-
ferences between three different groups of representations in the policy formation 
process (campaign promises, voters, the general public) and found that the public 
believes all three should be considered equally. Soroka (2002) used data collected 
from several different sources, including the public, the media, and elected officials, 
concluding that both the public and the media play important roles in policymaking 
and agenda-setting. In summary, existing studies have not compared public opinion 
polling to other policy inputs in the eyes of the public, nor have the views of the 
public with respect to the role of polling been compared to the beliefs of elites.

Politicians and Polling

Politicians receive policy input from many different sources including the public, 
interest groups, lobbyists, the media, experts, their party and other politicians, from 
which they have to select and prioritize, especially when considering important 
political questions (Walgrave et al., 2018). Starting at least as far back as Ken-
nedy, U.S. presidents have used public opinion polls to understand what the public 
thinks about various issues (Beal & Hinckley, 1984; Heith, 1998). Thus, Presidents 
and political candidates are believed to consider and consult polls for elections and 
when making important political decisions. Public opinion research has likewise 
informed policymakers on the state level almost since its inception (e.g., Erikson, 
1976; Percival, Johnson, & Neiman, 2009). 

When comparing the decision-making process of politicians with that of the 
electorate, Sheffer et al. (2018) showed that the reasoning characteristics of the two 
groups are quite comparable. This may also be applicable to polling so that atti-
tudes and values toward polling possibly will have the same effect for the pub-
lic and for politicians on their perception of polling within the democratic pro-
cess (citizen-elite congruence hypothesis; Hibbing & Theiss-Morse, 2001; André 
& Depauw, 2017). In addition, studies by Cayton (2017) and Joly, Hofmans, and 
Loewen (2018) showed partisanship-based differences within political elites. Joly, 
Hofmans, and Loewen (2018), for example, reported higher levels of openness to 
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experience among progressive political parties. Thus, we may observe likewise 
party differences regarding beliefs about public opinion polling.

Media and Polling

Public opinion polling is also inextricably linked to mass media coverage (Jacobs 
& Shapiro, 2005; Rosenstiel, 2005; Strömbäck, 2012). Many media organizations 
conduct their own public opinion polls and also gather and summarize polling 
data from multiple sources. Journalists use the results of public opinion surveys 
to inform the public about political issues such as opinion trends and politician 
ratings (Rosenstiel, 2005). Through that active and highly visible role, the news 
media may be considered the “leading actor” in the public opinion polling business 
(Gollin, 1987, 87). Frequent polling updates became possible through the introduc-
tion of telephone interviewing in the late 1970s (Curtin, Presser, & Singer 2005), 
which allowed for the fast and inexpensive gathering of nation-wide public opinion 
data. The introduction of web surveys over the past two decades (Couper & Miller, 
2008) served to accelerate this process. While media reports of public opinion data 
regarding countless societal questions have become an integral part of everyday 
life, those reports receive even greater attention during election periods, when 
findings are reported daily (Hillygus, 2011; Patterson, 2005). While public opin-
ion polls clearly receive considerable attention from the news media, there is little 
existing evidence as to the relative value that media actors place on public opin-
ion as a public policy input source. In this context, the legitimization hypothesis 
suggests that media actors are likely to assume a relatively high impact of polling 
within the democratic process, since this would legitimize their professional efforts 
in this area.

Public Perceptions of Polling

On a societal level, a variety of factors, including misuse and misinterpretation of 
polling data, over-surveying, and both marketing and fundraising under the guise 
of public opinion research, have converged to undermine the legitimacy of public 
opinion polling (Johnson, 2018). In response, researchers have begun to investigate 
the public’s perceptions of public opinion research by studying the “survey climate” 
in various nations (e.g., de Leeuw et al., 2019; Gengler et al., 2019; Looseveldt & 
Storms, 2008; Lyberg & Lyberg, 1991; Stocké & Langfeldt, 2004). Measures of 
survey climate capture societal factors such as trust in public institutions, civic and 
social engagement, and satisfaction with democracy, as well as individual factors 
such as knowledge of, trust in, and beliefs regarding the value and reliability of 
surveys, and the degree to which citizens pay attention to and discuss them (de 
Leeuw et al., 2019; Looseveldt & Joye, 2016). While intuition suggests that positive 
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beliefs regarding the efficacy of public opinion surveys should be associated with 
support for their use in policy decision-making, there is currently no evidence that 
addresses this question.

We turn now to original analyses of multiple data sets that provide the oppor-
tunity to investigate these questions regarding public perceptions of the value of 
opinion polling as a policy input and how they compare with the beliefs of other 
actors in the policy process: politicians and journalists. 

Methods
Data

This article examines survey data from four data sets in which the general public 
(Studies 1 and 2), journalists (Study 3), and politicians (Study 4) were each inter-
viewed (see Table 1). All data sets relied on telephone survey methodology and 
were collected between 1999 and 2001 by Gallup Research and the Kaiser Family 
Foundation in the United States of America. All data were obtained from the Roper 
Center Public Opinion Data Archive.1

The two surveys of the public (Studies 1 and 2) both used probability sampling 
approaches and included more than 1,000 respondents (see Table 1). A response rate 
was not available for Study 1. For Study 2, the response rate was 62.3% (Princeton 
Survey Research Associates 2001a). In addition, two expert surveys were avail-
able, one with journalists and one with politicians (Brodie et al. 2001). The survey 
of journalists (Study 3) included professionals from top newspapers (180), TV and 
radio networks (70), and news services and magazines (51). The politician survey 
(Study 4) included 96 senior executive branch officials, 2 members of Congress, 
40 senior Congressional staff, 70 think tank scholars, 54 lobbyists, and 38 trade 
association executives. The response rate of Study 3 was 44.9%, and the response 

1	 Study 1: Gallup Organization. Gallup Poll: Baseline Study on Polls and Polling Orga-
nization Awareness, 1999 [Dataset]. Roper #31088772, Version 2. Gallup Organization 
[producer]. Cornell University, Ithaca, NY: Roper Center for Public Opinion Research 
[distributor]. doi:10.25940/ROPER-31088772.

	 Study 2: Henry J. Kaiser Family Foundation in collaboration with Public Perspective 
magazine. Kaiser Family Foundation/Public Perspective Magazine Poll: Polling & De-
mocracy, 2001 [Dataset]. Roper #31096753, Version 2. Princeton Survey Research As-
sociates [producer]. Cornell University, Ithaca, NY: Roper Center for Public Opinion 
Research [distributor]. doi:10.25940/ROPER-31096753.

	 Studies 3 and 4: Henry J. Kaiser Family Foundation in collaboration with Public 
Perspective magazine. Kaiser Family Foundation/Public Perspective Magazine Poll: 
Polling & Democracy: Policy Makers and Media, 2000 [Dataset]. Roper #31096754, 
Version 1. Princeton Survey Research Associates [producer]. Cornell University, Itha-
ca, NY: Roper Center for Public Opinion Research [distributor]. doi:10.25940/ROP-
ER-31096754.
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rate of Study 4 was 27.9% (Princeton Survey Research Associates, 2001b). Detailed 
information regarding each study is available from the reports cited here and from 
the Roper Center Archive. Table 2 summarizes the demographics and political 
orientations of respondents from all four surveys. Considering sample composi-
tion, the sample of journalists was especially unbalanced regarding party registra-
tion and political ideology since it was composed of only 4.7% Republicans and 
6.3% Conservatives. Therefore, the results regarding political orientations should 
be treated with caution for this group, and the overall results reflect primarily the 

Table 1	 Overview of the Survey Data Sources (all USA)

Study Organization Year Population Sample 
Size

Survey 
Mode

Sampling 
Method

Response 
Rate

1 Gallup 1999 Public 1,011 Telephone Probability NAa

2 Kaiser 2001 Public 1,206 Telephone Probability 62.3%

3 Kaiser 2001 Journalists 301 Telephone Nonprobability 44.9%

4 Kaiser 2001 Politicians 300 Telephone Nonprobability 27.9%
a A response rate was requested, but not available (NA) for Study 1.

Table 2	 Description of the Survey Data Sources

Study 1 Study 2 Study 3 Study 4

Public Public Journalists Politicians

Educationa

   Low 40.3% 43.3% NA NA
   Medium 28.3% 21.7% NA NA
   High 31.4% 34.9% NA NA

Age (mean) 44.7 years 44.6 years 45.5 years 49.3 years

Female 52.2% 53.2% 36.2% 25.3%

Party Registration
   Republican 40.5% 35.0% 4.7% 24.3%
   Independent 15.3% 25.7% 31.1% 27.6%
   Democrat 44.2% 39.4% 64.2% 46.2%

Political Ideology
   Conservative 38.7% 36.5% 6.3% 19.2%
   Moderate 41.2% 41.2% 66.0% 54.9%
   Liberal 20.1% 22.3% 27.6% 25.9%
  (n) 1206 1000 301 300
a Education was not available (NA) for Study 3 and 4.
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perspectives of journalists with other political orientations. The sample size of the 
journalist survey (Study 3) was 301, and the politician survey (Study 4) included 
300 respondents. 

Measures

The precise question wordings of all questions examined in this paper are provided 
in the Online Appendix.

Attention to polling. All four data sets included a measure on how much atten-
tion respondents felt should be paid to polling when policy decisions are being 
made. Specifically, the Gallup data set included three questions as to whether or 
not policymakers, the U.S. president, or the public as a whole would be better 
off if more or less attention would be given to polling. The three Kaiser data sets 
included a rating question in which respondents were asked how much attention 
governmental officials are currently paying to several policy input sources (their 
own knowledge, their conscience, lobbyists, campaign contributors, journalists, 
policy experts, members of the public, and public opinion polls). The public data-
set included an experimental design in which a random half of respondents were 
assigned to a different version of the before-mentioned question, which used the 
exact same wording but asked respondents how much attention “should be” (rather 
than “is”) paid to each of the several policy-input sources, allowing a comparison 
of those responses. 

Preferences of the public. Studies 2-4 included comparative measures of 
respondents’ opinions regarding different ways that public preferences could influ-
ence political decision-making. Specially, those studies included questions that 
asked how important respondents felt that (1) town hall meetings, (2) conducting 
public opinion polls, (3) talking to people at shopping malls and on the street, and 
(4) talking to people who call, write or e-mail the official’s office, were as ways 
of learning what the majority of the public believes. The question was asked in 
two ways, first, all respondents received the question in a rating format in which 
they were asked to rate each of the response alternatives as a very good, somewhat 
good, not too good, or not at all good way to learn what the majority believes (rat-
ing). Afterward, all respondents were asked to identify which of these methods of 
obtaining policy input they rated as the most valuable for political officials (rank-
ing).

Survey value. All four surveys included measures of the perceived value of 
surveys. In Study 1 and 2, survey value was measured using 2 (alpha = .570) or 
3 items (alpha = .671), respectively. These measures included questions such as 
“polls on social and political issues serve a useful purpose” and “do you feel polls 
give you a better understanding of the news of the day, or not.” In Study 3 and 4, 
one item was available to assess survey value: “Public opinion polling is far from 
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perfect, but it is one of the best means we have for communicating what the public 
is thinking.”

Background variables. The four studies included several background ques-
tions. Those questions asked respondents to report their gender, age, and education. 
Respondents were also asked to report their political affiliation (Republican, Dem-
ocrat, or Independent) and political ideology (conservative, moderate, or liberal). 
For Study 3 and 4, education was not available.

Analyses

Three sets of analyses are presented. First, means and mean differences between 
the experimental groups (Study 2) and between the different samples are tested 
using t-tests for single comparisons and One-way ANOVAs with Bonferroni ad-
hoc tests of multiple means. These assess the extent to which the public thinks 
that policymakers should pay more or less attention to public opinion polls and 
to other potential sources of information. They also enable us to compare public 
opinion about the use of public opinion polls in policymaking to the opinions of 
policymakers and journalists. Second, logistic and linear regression models are cal-
culated to test for possible predictors of the measures of “attention to polling” and 
“preferences of the public.” In those models, we use logistic regressions when the 
dependent variable was dichotomous and linear regressions when the dependent 
variable was measured with a rating scale. Independent variables include survey 
value, political orientations, and demographics. Third, correlation coefficients are 
calculated to test the congruency between the beliefs of the public and the two 
expert groups. For example, the means of the answers to the eight rating questions 
on the policy input sources of the public are correlated with the mean answers of 
politicians and journalists. All analyses are unweighted.

Results
RQ1: Public Perceptions of the Role of Public Opinion Research 

Using Study 1, we first examined whether members of the public think that poli-
cymakers should use information from surveys more or less than they currently do 
(see Table 3). The three questions that directly ask respondents whether more or 
less attention should be paid to polling by policymakers, the president, or the gen-
eral public each show that the public believes there should be less attention given 
to polling (differences ranged from -17.0% to -23.0%, p < .001). While 51% or more 
of the respondents thought that polling should receive less attention, not more than 
37% believed that there should be more attention paid to polling.
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Table 3	 Attention that policymakers, the president, or the country as a whole 
should pay to polling

Policymakersa Presidenta General publica

Less/too much attentionb 56.6 51.2 55.6
More/not enough attentionb 36.6 34.2 32.2
Right amountc 1.8 4.7 5.6
Don’t know/refusalc 5.0 9.7 6.5
(n) 1011 1011 1011
a in percent
b The policymaker and president questions asked respondents whether policymakers pay 

“too much” or “not enough” attention to polls, and the general public question asked 
respondents whether “less” or “more” attention than now should be paid to polls by 
policymakers (see Online Appendix for the question wording).

c Those response options were not stated in the question and only volunteered.
Data source: Study 1, Gallup 1999 (General Population)

Next, we examined predictors of support for the use of surveys by policymak-
ers, by the president, and by the general public. In general, the logistic regression 
models presented in Table 4 indicate that respondents who perceived surveys as 
more valuable were more likely to believe that more attention should be given to 
polling in the policymaking process. Also, Democrats, Liberals, respondents of 
younger age, those with less education, and females had a higher probability of 
believing that surveys should receive more consideration regarding policy deci-
sions. Notably, the results in Table 4 are very similar for each information recipient 
(policymakers, the president or the general public), suggesting that public beliefs 
regarding the importance of polling in the policymaking process are fairly stable.

Using Study 2, we also compared public beliefs about the extent to which sur-
veys should be used more/less in policymaking with public beliefs about whether 
other sources of information should be (and are) used more or less. When compar-
ing the various policy input sources, the public believes that policymakers pay the 
most attention to campaign contributors and lobbyists, while polls are rated as sixth 
out of the eight policy input sources examined (see Table 5). In contrast, the public 
believes that policymakers should pay much less attention to campaign contributors 
and lobbyists and more attention to the public, represented through members who 
contact them and via public opinion polls. The great discrepancy between beliefs of 
the public on how much attention politicians pay and should pay to various policy 
input sources can be illustrated by the correlation between the mean values for 
each, which was -.445. When considering how policymakers should be informed 
by the public, input from members of the public who directly contact them was 
preferred compared to mediated input through polling. Notably, when the question 
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of whether polling should receive more attention than it receives now was asked in 
two separate questions, and in context with multiple other policy input sources, the 
public believed that polling should receive more attention than it does now (differ-
ence = .265, t(1172) = 5.543, p < .001), which somewhat contradicts the results of 
Table 3 and illustrates that univariate distributions should always be interpreted 
with consideration of the question context.

The question of how much attention ‘polls’ and ‘members of the public’ should 
receive by policymakers compared to the other policy input sources (see Column 2 
“Should pay attention” in Table 5) allowed us to examine the democratic represen-
tation hypothesis. While this hypothesis is supported for ‘members of the public’ 
(ranked first), ‘polling’ is only ranked fifth out of eight and even ‘policy experts’ 
(ranked fourth) are assessed as a preferable policy input source compared to polling 
(difference = .295, t(570) = 6.771,  p < .001). Hence, the democratic representation 
hypothesis is not supported for public opinion polling.

In Study 2, several of the inputs that respondents were asked about focused on 
other sources of information about public opinion (e.g., town hall meetings, etc.), 
facilitating comparisons between beliefs about these sources of information with 

Table 4	 Predictors of whether more or less attention should be paid to polling 
by policymakers, the president, or the general public 

Policymakers President General Public

Education .617*** .665*** .508***

Age .986** .988* .991

Female 1.426* 1.545* 1.101

Party registration (ref. Republican)
  Independent 1.866* 1.367 .848
  Democrat 1.967*** 1.991*** 1.779**

Political Ideology (ref. conservative)
  Moderate 1.019 1.206 1.403
  Liberal 1.797* 1.760* 1.809*

Survey value 2.342*** 2.095*** 4.406***

R2 .285 .250 .452
(n) 772 706 746

***p<.001 **p<.01 *p<.05
Note. Analyses are based on logistic regression models connected to Table 3 (1=more/not 
enough attention, 0=less/too much attention). Odds ratios and Nagelkerke’s Pseudo-R2 are 
displayed.
Data source: Study 1, Gallup 1999 (General Population)
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beliefs about public opinion polls. The results show that holding a town hall meet-
ing was the approach most favored by the public for influencing policy decisions 
(see Table 6). In comparison, conducting a public opinion poll was rated third when 
the question was asked in the rating format, and second when the question was 
asked in the ranking format.

Altogether, with respect to our first research question about the preferences of 
the public, the results suggest that the public does not prefer public opinion polling 
compared to other, more direct means of having policy input. In fact, when asked 
specifically, they believe that polling should have less impact on policymaking. In 
line with that, the public believes that direct ways of communicating with politi-
cians, for instance, through town hall meetings, are a better way to influence policy 
decisions. Most supportive of public opinion polling as a policy input source were 
those members of the public who place greater value in them. Political orientation, 
in contrast, did not have an impact on perceptions about the policy relevance of 
opinion polling.

Table 5	 Comparison of the public, journalists, and politicians beliefs regarding 
sources public officials pay attention to (and should pay attention to) 

Public Journalists Politicians

Pay attention Should pay  
attention Pay attention Pay attention

Own knowledge 3.20b 3.38a 3.36a 3.46a

Their conscience 2.79bd 3.35acd 2.90bd 3.15abc

Lobbyists 3.31bc 2.35acd 3.66abc 3.41bd

Campaign contributors 3.52bcd 2.33acd 3.68abd 3.32abc

Journalists 2.77b 2.30acd 2.66b 2.83b

Policy experts 3.13b 3.34acd 3.01b 3.08b

Members of the public 2.62bd 3.46acd 2.73bd 2.93abc

Polls 2.78bcd 3.05ac 3.28abd 3.10ac

(n) 600 600 301 300

Note. The table displays means. Response categories: 1 “not at all” 2 “not too much”  
3 “a fair amount” 4 “a great deal”
Differences between the means are tested with post-hoc-tests of multiple means using 
Bonferroni correction. “a” refers to significant differences (p < .05) between public “pay 
attention” and the three other measurements; “b” refers to significant differences (p < 
.05) between public should pay attention and the other three measurements; “c” refers to 
significant differences (p < .05) between journalists and the three other measurements; 
“d” refers to significant differences (p < .05) between politicians and the other three 
measurements. 
Data sources: Studies 2 to 4, Kaiser 2001 (General Population, Expert Samples Journalists 
and Politicians)
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RQ2: Perceptions of Politicians and Journalists of the Role 
of Public Opinion Research 

We next turned our attention to comparing public beliefs about how much sur-
veys are used in policymaking with the beliefs of two important groups of experts 
– politicians and journalists. Confirming the citizen-elite congruence hypothesis, 
compared to the public and to each other, journalists and politicians have a very 
similar view of how much attention policymakers pay to the various policy input 
sources available (see Table 5, Study 2 to 4). The correlation between the beliefs of 
the public and journalists was .851, the correlation between the beliefs of the public 
and politicians was .779, and the correlation between the beliefs of journalists and 
politicians was .870. Supplementary analyses of politicians with respect to party 
registration show that the congruence between beliefs of the public and politicians 
is driven by Democrats (r = .774) and Independents (r = .856), whereas for Repub-
licans (r = .335) the hypothesis is not supported (see Table A.1). With respect to 
polls, Table 5 shows that the public actually somewhat underestimates how much 
attention politicians pay to polling when considering policy decisions. In contrast, 
journalists slightly overestimate the impact of polling on policymaking.

With respect to who believes that polling influences policymaking, the model 
for journalists did not a reveal a significant effect of any of the explanatory vari-
ables, while for politicians, gender was the only impactful variable (Table 7). Spe-

Table 6	 Different ways policymakers can learn what the public wants

Public Journalists Politicians

Rating Ranking Rating Ranking Rating Ranking

Holding a town meeting 3.38 43.0 3.17 25.2 3.20 33.6

Conducting a public opinion 
poll 3.10 25.4 3.29 51.8 3.13 49.8

Talking to people at 
shopping malls or on the 
street 2.98 13.0 2.84 7.6 2.75 10.5

Talking to people who call, 
write, or e-mail 3.18 15.3 2.76 3.3 2.73 6.1

(n) 1187 1165 299 265 299 277

Note. Response categories: Rating: 1 “not at all good” 2 “not too good” 3 “somewhat 
good” 4 “very good”; Ranking: Best way in %
Data sources: Studies 2 to 4, Kaiser 2001 (General Population, Expert Samples Journalists 
and Politicians)
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cifically, politicians who were male perceived surveys as more important for poli-
cymaking than female politicians.

When comparing the different ways, the public can influence political deci-
sion-making, the comparison of the three groups of respondents’ shows that both 
expert samples, journalists and politicians, rate conducting public opinion polls 
more favorably than does the public (see Table 6). Specifically, the ranking ques-
tions show that about 50% of both groups of experts rated public opinion polls as 
the most important source of input from the public. For these two groups, town 
hall meetings ranked second with a difference of at least 20 percentage points. The 
differential perceptions of the three groups are also reflected by the correlations, 
which show that the answers of journalists and politicians correlate at .948 for the 
rating and .992 for the ranking items, and the correlation between the public and 
journalists was only .342 for the rating and .469 for the ranking items, and between 
the public and politicians .608 for the rating and .573 for the ranking items. This 
result suggests that there seems to be a lack of citizen-elite congruence with respect 

Table 7	 Predictors of whether more or less attention is (or should be) paid to 
polling

Public (pay 
attention)

Public 
(should pay 
attention)

Journalists 
(pay 

attention)

Politicians 
(pay 

attention)

Educationa .032 -.224*** NA NA

Age .051* -.024 -.004 .003

Female -.050 .065 -.086 -.256**

Party registration (ref. Republican)
    Independent .028 .128 -.072 .082
    Democrat .123 .313** -.140 .217

Political Ideology (ref. conservative)
    Moderate .110 -.094 .067 .038
    Liberal .041 -.136 .096 -.006

Survey value .024 .132*** .071 .051

R2 .025 .186 .018 .067

(n) 469 445 240 259

***p<.001 **p<.01 *p<.05
Note. Analyses are based on OLS regression models and connected to Table 5.
a Education was not available (NA) for Study 3 and 4.
Data sources: Studies 2 to 4, Kaiser 2001 (General Population, Expert Samples Journalists 
and Politicians)
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to how the public can best affect political decisions. However, supplementary anal-
yses of party registration for politicians (see Table A.2) show that the rankings and 
ratings of Republicans are quite similar to the public (r = .908 for the rating, r = 
.889 for the ranking), whereas there is a lack of congruence for Democrats (r = .553 
for the rating, r = .415 for the ranking) and independent politicians (r = .628 for the 
rating, r = .642 for the ranking).

When considering for whom polling is believed to be the optimal approach 
for the public to inform policy decision-making, for all three groups-the public, 
journalists, and politicians-perceived survey value was an important variable (see 
Table 8). In addition, we observed a negative effect of education and a positive 
effect for female respondents in the public data set (Study 2), and positive effects 
for male respondents, Independents, as well as Democratic party registration for 
politicians (Study 4). Strikingly, the explained variance amounted to 27.2% for the 

Table 8	 Predictors of whether conducting a poll is a good way to inform the 
public

Public Journalists Politicians

Rating Ranking Rating Ranking Rating Ranking

Educationa -.090*** .973 NA NA NA NA

Age -.001 1.016 .002 .987 .003 1.005

Female .116** .949 .105 1.375 -.193* .456*

Party registration (ref. Republican)
   Independent .047 .698 .158 3.776 .236* 3.177*
   Democrat .046 .784 .143 2.218 .311** 2.792*

Political Ideology (ref. conservative)
   Moderate -.047 1.111 -.164 .588 -.096 .427
   Liberal .012 1.563 -.217 .662 -.039 .511

Survey value .170*** 1.433*** .509*** 6.863*** .299*** 4.511***

R2 .272 .109 .393 .324 .287 .348

(n) 921 914 241 221 261 246

***p<.001 **p<.01 *p<.05
Note. OLS regression models are based on the ratings in Table 6; logistic regression 
models are based on the rankings in Table 6. For the logistic regression models, odds 
ratios and Nagelkerke’s Pseudo-R2 are displayed.
a Education was not available (NA) for Study 3 and 4.
Data sources: Studies 2 to 4, Kaiser 2001 (General Population, Expert Samples Journalists 
and Politicians)
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public, 39.3% for journalists, and 34.8% for politicians, suggesting strong explana-
tory models.

Our data also allowed us to compare the relative attention the various groups 
believe that policymakers should pay to polling, compared to more informally talk-
ing with people in shopping malls and on streets, a policy input method that can be 
considered to be less comprehensive and scientific, although which some will argue 
to be more direct and more authentic (see Table 9). That comparison showed that 
for all three groups the perceived value of surveys had a significant effect on the 
difference between the answers, meaning that members of the public, journalists, 
and politicians who perceived surveys as more valuable thought also that they were 
a preferred method compared to more direct discussions with people at shopping 

Table 9	 Predictors of whether polling is favored compared to talking to 
politicians at shopping malls or on the street

Public Journalists Politicians

Educationa -.005 NA NA

Age .013 -.002 -.014*

Female .049 .108 -.310*

Party registration (ref. Republican)
    Independent .002 .399 .490**
    Democrat .074 .465 .488**

Political Ideology (ref. conservative)
    Moderate -.057 -.344 -.538**
    Liberal .080 -.465 -.499*

Survey value .136*** .467*** .227**

R2 .077 .139 .114
(n) 914 241 261

***p<.001 **p<.01 *p<.05
Note. OLS regression models are based on the difference in ratings (see Table 6) between 
“conducting a public opinion poll” and “talking to people at shopping malls or on the 
street.” For instance, if a respondent answered the first question about polling with 4 “very 
good” and the second question about talking to politicians at shopping malls with 2 “not 
too good,” the resulting value on the dependent variable would be 4 – 2 = +2. In contrast, 
if a respondent would rate polls as 1 “not at all good” and talking to politicians at shopping 
malls as 3 “good,” a value of 1 – 3 = -2 would be assigned.
a Education was not available (NA) for Study 3 and 4.
Data sources: Studies 2 to 4, Kaiser 2001 (General Population, Expert Samples Journalists 
and Politicians)
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malls or on the street. Solely for politicians, demographics, party registration and 
political ideology had a significant impact, in addition to their perceptions of poll-
ing. Specifically, only Independents and Democrats preferred polling over direct 
interactions at shopping malls and on the street. 

With respect to our second research question about preferences of the two 
expert groups, the results suggest that the views of the public, journalists, and pol-
iticians are relatively similar. Yet, with respect to perceptions of public opinion 
polling, we found that both expert groups-journalists and politicians-believed that 
polling has more impact within the democratic process than does the public, which 
provides support for the legitimization hypothesis.

Further analyses of why town hall meetings are often preferred over public 
opinion polls by the public but not by elites (see ranking in Table 6) showed that 
all three groups (public, journalists, and politicians) believe that “polls don’t give 
people the opportunity to say what they really think on an issue” (see Row 1 in 
Table A.3). Town hall meetings, on the other hand, provide the opportunity of in-
depth expression of political positions. Yet, the more negative perception of polls by 
members of the public compared to elites is likely also grounded in the belief that 
polling is not always “based on sound scientific evidence” (see Row 2 in Table A.3).

Discussion
Summary of Results

Extending previous research on public representation (e.g., Burstein, 2003; Doherty 
et al., 2019; MacInnis, Anderson, & Krosnick, 2019), this study examines public 
preferences regarding the policy information process in the United States while 
emphasizing the role of public opinion polling as a policy input source for political 
decision-making. The preferences of the public appear to be contradictory since 
members of the public aspire to, on the one hand, having more political influence 
for the electorate, but prefer, on the other hand, direct contact with policymak-
ers, which is less useful for providing politicians with a comprehensive view of 
public preferences. Specifically, the results disconfirm the democratic representa-
tion hypothesis regrading polling and indicate that a majority of the public prefer a 
direct public-policy link through channels such as town hall meetings rather than 
the mediated public-polling-policy link through public opinion research. 

With respect to the question of who believes public opinion polls can provide 
a useful contribution to the democratic process, our study showed the expected 
influence for respondents who perceived surveys as a valuable tool. This finding 
highlights the importance of perceptions of surveys when understanding the role of 
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public opinion polling in the policy formation process (see De Leeuw et al., 2019; 
Gengler et al., 2019; Loosveldt & Storms, 2008; Stocké & Langfeldt, 2004). 

Especially important from the perspective of actively engaging with society 
in order to educate people about surveys is the finding that perceptions of survey 
value appear to be a critical factor. This suggests that the educational efforts of 
professional public opinion research advocates may be well advised to focus at least 
as much on the societal value and impact of surveys as on their technical mastery. 
Building on that, combining surveys with other methods of democratic engagement 
(Delli Carpini, Cook, & Jacobs, 2004; Skocpol & Fiorina, 1999) might present a 
way to increase the value of surveys in the democratic process while at the same 
time offering political decision-makers a comprehensive view of the opinions of the 
public.

The preference of the public for alternative policy input sources other than 
polling may indicate that people do not think that standardized, indirect expression 
through surveys allows them to adequately contribute their opinion on (complex) 
policy issues. This interpretation is supported by the finding that the public did 
not think that polls provide the opportunity to say what they really think about an 
issue. At the same time, not all people think that polls are based on sound scientific 
methods. Consequently, preferences for alternative policy input sources are likely a 
mix of perceived shortcomings of polls and the limited role that polling is believed 
to play within the political decision-making process.

Besides the public opinion data examined, this analysis also included data 
from expert samples of politicians and journalists. In line with the citizen-elite con-
gruence hypothesis (Hibbing & Theiss-Morse, 2001; André & Depauw, 2017), these 
additional data illustrated that all three groups see the policy formation process in 
a relatively consistent manner regarding the importance of various input sources. 
However, it also showed that public opinion polling as a policy input source was 
rated more favorably by the two expert groups than by the public. A possible reason 
for that is that both expert groups actually use public opinion polls for professional 
activities (legitimization hypothesis). While journalists use it for their news output, 
politicians rely on them as a source of policy input for their performance evalua-
tion, and to actively shape public opinion (Jacobs & Shapiro, 2000; Shapiro, 2011). 
Thus, attributing a larger impact to surveys legitimazies their professional attention 
to them.

When comparing perceptions of polling in the democratic process to less sci-
entific input sources such as connecting with the public at shopping malls and on 
the streets, we found that members of each of the three groups (the public, journal-
ists, and politicians) who perceive surveys as more valuable understandably also 
prefer polling as a policy input source. However, only for politicians did party reg-
istration and political ideology have an impact as well. Again, the comparison of 
polling with a less scientific policy input source suggests that the perceived value of 
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surveys appears to be most impactful when considering their democratic contribu-
tion.

Exploring the differences across party registration of politicians further, we 
found that especially Democrats and Independents perceived public opinion polls 
as the best option for the public to influence political decision making. In contrast, 
Republicans preferred alternative ways of public engagement. Those substantial 
differences across political party lines are likely to be even more visible today since 
American politics have become increasingly polarized (Alwin & Tufis, 2016).

Limitations

One limitation is that our data sets are from around 2000 and, therefore, about 20 
years old. However, to our knowledge, no other available data allows the compari-
son of public perceptions of polling as a policy input source with other policy inputs 
to those of policy elites such as journalists and politicians. Also, when comparing 
the findings of our study to reports from other more recent studies from Kantar in 
2013 and McClatchy-Marist in 2017, public perceptions about politicians and poll-
ing appear to be comparable to our results. Specifically, the Kantar study illustrates 
that the public still believes the best approach for politicians to obtain input from 
the public is through town hall meetings (see Online Appendix Table A.4). And 
the McClatchy-Marist results show that the public does not think that they are well 
represented while at the same time trust in public opinion polling remains low (see 
Tables A.5 and A.6). These two data sets are not publicly available and we were 
unable to access them, so we could not include either in the analyses reported here.

Another limitation, which is connected to the date of data collection, is that 
new developments in technology and communication are not included. One might 
think that the introduction of social media may have introduced an essential source 
of public engagement to the democratic process. However, again the Kantar study 
suggests that interaction via social media using Facebook or Twitter is considered 
the least optimal way for politicians to receive valuable policy input (see Table A.4).

A third limitation is that Study 3, the journalists data set, only includes a small 
number of Republicans and Conservatives. Thus, the results regarding political ori-
entations of journalists should be treated with the necessary caution. Considering 
that we found substantial party differences regarding perceptions of the role of poll-
ing for politicians, the sample composition may have influenced the overall results 
for journalists in the direction of a more positive view toward public opinion poll-
ing.

Finally, limitations of the secondary data sources employed prevent the assess-
ment of other potential explanations for the observed polling paradox. It may be, 
for example, that citizens who are more actively engaged – those who regularly 
vote, who attend rallies or town hall meetings, who contact their elected repre-
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sentatives, and/or who more closely monitor public events – see greater value in 
these approaches, relative to passive reliance on public opinion polling, as the more 
effective means for influencing public policy. The data sets examined in this paper 
unfortunately do not include the engagement indicators necessary to explore this 
possibility. Future research will thus need to address this question.

Conclusion

Our study shows significant differences between ideal and perceived public rep-
resentation within the political system of the United States. Considering our find-
ings, polling appears to be a straightforward and democratic way that policymakers 
can increase their attentiveness to public preferences. However, while this view 
is shared by most politicians (i.e., Democrats and Independents) and journalists, 
many members of the public paradoxically believe that more direct approaches to 
engaging with policymakers through town hall meetings and through similar chan-
nels are the preferred approach to informing policy decisions. Yet, if at all, the 
merit of public opinion polling within the democratic process is favored by those 
people who perceive polls as valuable and have trust in them. Consequently, efforts 
to improve the publics’ perceptions about polling might be best advised to edu-
cate people about the function and contribution of polling within the democratic 
process. Ideally, this would include joint activities of public opinion researchers 
with journalists and politicians who appreciate the deliberative function of polling 
within democracies.
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Abstract
In prior research, reading behavior was predominantly measured using either a question-
naire, which is economical and easy to implement but imprecise, or paper-pencil diaries 
that document reading behavior quite accurately, but which are time consuming and costly. 
The present study aims to introduce and evaluate a precise and easy to implement mea-
sure of reading behavior, namely a reading diary app in which participants can record 
their reading behavior on a smartphone. To evaluate the development procedure, the first 
research question asked whether data gathered with the app is of high quality (e.g., reliabil-
ity). The second research question asked how reading time recorded via the app is related to 
reading time assessed via different retrospective questionnaires. n = 31 German university 
students recorded their reading activities for 14 days. Different approaches were applied 
to estimate the data quality and reliability and yielded satisfactory results. Participants 
reported more time spent reading daily on the retrospective questionnaire than when re-
cording their reading time using the app. The correlation between reading diary app data 
and questionnaire data was medium in size. Our findings are discussed in the light of future 
directions for reading research and the use of ambulatory assessments.
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Being able to effectively process written information is essential for cultural, social, 
and economic participation in our society. Reading facilitates self-exploration and 
self-enrichment. Therefore, reading competence is a central skill for today’s society 
(e.g., Alexander, 2005; Artelt et al., 2001; Becker-Mrotzek et al., 2015; Marshall, 
2000). The PIRLS 2021 study defines reading literacy as a functional construct 
capturing readers’ ability to process written language in order to achieve personal 
or socially defined goals. It includes reading to learn from texts, reading to par-
ticipate in society and reading for enjoyment (e.g., Mullis & Martin, 2019, see also 
OECD, 2019, for the PISA framework). The reading literacy construct encompasses 
both cognitive (knowledge and skills) and affective-motivational aspects of read-
ing. 

Reading behavior, defined as the sum of all activities related to reading (i.e., 
time spent reading, amount of reading, or being read to aloud in early childhood), 
is an important predictor of reading skill development. Many studies have provided 
convincing evidence of the positive relation between reading skills and reading 
behavior across the life course (e.g., Burgess, Hecht, & Lonigan, 2002; Bus, van 
IJzendoorn, & Pellegrini, 1995; Guthrie et al., 1999; Locher & Pfost, 2020; Mol 
& Bus, 2011; Pfost, Dörfler, & Artelt, 2013). However, beyond the well-replicated 
general finding of a positive relation between time spent reading and reading skills, 
there are still large areas of uncharted territory. For instance, there is scare evidence 
on what kind of reading material (e.g., with respect to text difficulty, content, type 
of text, writing style) individuals should read to facilitate the optimal development 
of their reading skills and reading motivation (e.g., Troyer et al., 2018). Thus, gain-
ing deeper knowledge about the nature of people’s reading development is of major 
interest to researchers and practitioners. This concerns above all reading behav-
ior, which, as described above, is one of the most important predictors of read-
ing skills. People at all stages of reading literacy development can face difficulties 
while reading: for example, while beginning readers might struggle to decode let-
ters, advanced readers might struggle to extract information and construct meaning 
from the text (e.g., Chall, 1983; Kutner et al., 2007; OECD, 2021). Thus, it is impor-
tant that research on reading does not end in adolescence. The better researchers 
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understand reading at different stages of individual development, the better inter-
ventions or instructional materials practitioners can develop to support readers in 
facing the challenges they encounter in later stages (e.g., Alexander, 2005). 

Currently, in reading research as well as in psychology in general, most stud-
ies use global retrospective self-report data from questionnaires (e.g., an evaluation 
of average reading time per week; Fahrenberg et al., 2007b). Research questions 
such as the one above, however, can only be answered by taking a closer look at 
individuals’ “real” reading activities, rather than merely relying on global retro-
spective measures that only provide information about average trends. 

Continuous assessments of people’s reading behavior (e.g., daily reading dia-
ries) are seldom used because daily logs tend to be very time-consuming and can 
be a huge burden for participants, especially in paper-pencil studies. Therefore, 
the goal of this study was to develop a reading diary app for participants to record 
their reading behavior (e.g., reading time, reading material) and reading motivation 
with a smartphone in an economical way. In addition, the present study explores 
the reading behavior data collected via this smartphone app. The data on read-
ing motivation will be analyzed in a further research project. The first aim was to 
examine the quality of the data (e.g., reliability) gathered with the reading diary 
app (ambulatory assessment). The second aim was to investigate how reading time 
assessed with the reading diary app is related to reading time assessed with global 
and retrospective questionnaire measures.

Theoretical Background
Conceptualization of Reading Behavior and How to Measure it

Reading behavior can be defined as the sum of all activities related to reading. As 
this definition can potentially include a wide range of reading-related activities, 
previous studies have operationalized reading behavior in many different ways. In 
order to clarify the concept of reading behavior, it seems worthwhile to differenti-
ate between the quantitative aspects (“How much do people read?”) and qualita-
tive aspects (“What do people read?”) of reading (Locher, Becker, & Pfost, 2019a). 
Quantitative aspects of reading behavior refer to the amount or volume of reading 
(e.g., number of books read in the last month) or time spent reading. Qualitative 
aspects of reading behavior are multifaceted. They comprise information about 
the nature of the reading material (e.g., type of text, text difficulty, text content, or 
medium, i.e., print or digital). Common ways to measure the quantitative aspect 
of reading behavior are global and retrospective self-reports of reading time (e.g., 
“About how much time do you usually spend reading outside of school?”) such 
as those used in PISA (Programme for International Student Assessment; OECD, 
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2010), one of the largest and perhaps most well-established international large-
scale comparison studies in the field of education.

However, in addition to these global self-report scales of time spent reading, 
recent research has provided evidence of differential effects of reading different 
types of texts on variables such as reading motivation or reading skills (e.g., Locher 
et al., 2019a; Jerrim & Moss, 2019; McGeown et al., 2015; McGeown et al., 2016; 
Pfost et al. 2013). For example, reading traditional fiction books (e.g., novels, short 
stories or tales) has been found to be more important for reading skill development 
than reading comics and newspapers or online media (e.g., Pfost et al., 2013). The 
finding that the type of text moderates the relation between reading behavior and 
reading skills was further supported by Jerrim and Moss (2019) in an analysis of 
PISA data: students who frequently read fiction books had better reading skills than 
their peers who do not read fiction. The authors did not find such an effect for other 
text types, such as magazines or non-fiction. Furthermore, with respect to reading 
motivation, recent research provides first evidence that reading classic literature, 
especially in comparison to modern fiction books, negatively relates to intrinsic 
situational reading motivation (Locher et al., 2019a). In addition, within the school 
context, students who read more difficult books were less motivated to read (Locher 
et al., 2019a). These results illustrate that more detailed insight into reading behav-
ior is desirable. 

Exploring qualitative aspects of students’ reading behavior has often been 
neglected, probably because assessing such information comes at a high cost. 
Therefore, measures capturing the amount of time people spend reading different 
types of texts are a good complement to the global evaluation (Locher & Pfost, 
2019b). Beyond the quantitative aspect of reading time, these measures provide 
at least some additional information about the average amount of time individu-
als spend reading fiction books, nonfiction books, newspapers, or other text types. 
Nevertheless, whether global retrospective self-reports from questionnaires (global 
and text type-specific measures of people’s reading time) accurately capture indi-
viduals’ behavior is doubtful, because this methodology “records mental represen-
tations rather than the actual experience and behavior” (Fahrenberg et al., 2007b, 
p. 207), and several potential biases might occur (Fahrenberg et al., 2007a). Data 
can be affected by cognitive schemata, response tendencies, judgment heuristics, 
or memory effects (Fahrenberg et al., 2007a; Gershuny, 2012). For instance, when 
determining daily reading time, some people might use the last week as a refer-
ence, whereas others might use the past month. Another source of bias might arise 
when the days selected are not representative with respect to the behavior being 
assessed (Kan & Pudney, 2008). The experience of time is also subjective, as per-
sons perceive time use differently (Juster, Ono, & Stafford, 2003). This means that 
individuals’ responses to a question about their normal daily reading time might 
be based on different heuristics. Moreover, individuals might only remember lon-



277 Locher et al.: Measuring Students‘ Reading Behavior

ger reading activities (e.g., reading a book for 3 hours on the weekend) and fail to 
recall brief reading activities (e.g., reading a newspaper for 5 minutes in a waiting 
room). The fact that people might not consider all of their reading activities might 
lead to biases in response behavior (memory effect). Another issue is that recalling 
all reading activities correctly and assigning them to the appropriate text category 
listed in the questionnaire can be a very difficult task, especially for children and 
young adolescents (Locher & Pfost, 2019b). 

Thus, alternative approaches are required to obtain data that better captures 
a person’s actual reading behavior. Options used in research fields such as psy-
chology include the experience sampling method, which asks about experiences 
in the moment (e.g., Csikszentmihalyi & Larson, 2014; Hektner, Schmidt, & Csik-
szentmihalyi, 2007; Shumow, Schmidt, & Kackar, 2008; Zirkel, Garcia, & Murphy, 
2015), as well as the day reconstruction method, in which participants reflect on 
their activities that day (e.g., Kahneman et al., 2004; Lucas et al., 2019). A third 
way to gather information that more closely approximates people’s “real” reading 
behavior and is less error-prone is to use reading diaries in which people document 
their reading activities, namely how long and which books, magazines, newspapers, 
or other texts they read (e.g. Akbar et al., 2015; Anderson, Wilson, & Fielding, 
1988; Nieuwenboom, 2008; Stoffelsma, 2018). Reading diaries are often seen as a 
kind of gold standard because they offer a quite precise documentation of people’s 
reading behavior, provide concrete information about the books or texts the person 
read, and yield information that can be used in further analyses. 

Paper-Pencil versus Digital Diaries – Using an Ambulatory 
Assessment

Most daily diary studies in psychology and educational research have relied on 
paper-pencil methods (Akbar et al., 2015; Bolger, Davis, & Rafaeli, 2003; Fahren-
berg et al., 2007b; Wilhelm, Perrez, & Pawlik, 2012). However, this method is quite 
time- and space-consuming and can also be a huge burden for participants (Bol-
ger et al., 2003). For example, people have to carry their documents/diaries with 
them at all times, or might not have their diary available when they need it due to 
the cumbersome nature of the paper documents. In the worst case, this results in 
missing information. Another possibility is that people enter their reading activities 
later. However, filling out the diary after too much time has passed increases the 
risk of a retrospective bias, as people have to estimate their activities (Bolger et al., 
2003; Wilhelm et al., 2012). This drawback also applies to the day reconstruction 
method and so-called “end-of-day diaries”, in which all activities are documented 
once a day. Therefore, although reading diaries are seen as the gold standard, they 
are seldom used as a method for continuously assessing people’s reading behav-
ior. One way to deal with the issues associated with the paper-pencil method is 



methods, data, analyses | Vol. 17(2), 2023, pp. 273-302 278 

electronic documentation of reading behavior via an ambulatory assessment. This 
promising and innovative method “refers to the use of computer-assisted methodol-
ogy for self-reports, behavior records, or physiological measurements, while the 
participant undergoes normal daily activities” (Fahrenberg et al., 2007b, p. 206). 
In other words, ambulatory assessments aim to conduct research (i.e., monitoring 
people’s psychological, emotional, behavioral, or biological processes) in daily life 
and in people’s natural environment with digital assistance (Trull & Ebner-Priemer, 
2014). In particular, smartphones have become more and more important for ambu-
latory assessments because a large amount of data can be collected very economi-
cally and easily via apps. In addition, there is no need to carry around anything 
extra, like a paper-pencil diary (Conner & Lehman, 2012; Miller, 2012; Trull & 
Ebner-Priemer, 2014; Zhang et al., 2018). Due to these advantages, apps have been 
used to measure behavior in various disciplines, for example in the field of health 
(e.g., Ahram, 2019; Ebner-Priemer et al., 2007; Glomann et al., 2019; McLaws et 
al., 1990). 

In summary, an ambulatory assessment to assess reading behavior (e.g., a spe-
cific reading diary app) has numerous advantages over paper-pencil diaries. First, 
most adolescents and young adults use smartphones and therefore already carry one 
with them at all times (Lampert, Sygusch, & Schlack, 2007). This means that data 
can be collected in daily life at low cost, and participants do not need extra mate-
rials or extra recording devices or computers (Fahrenberg et al., 2007b). Second, 
participants can easily fill out the reading diary whenever and wherever they want. 
This means that it is much more convenient and requires less effort for participants 
to document their activities, presumably leading to better data quality. Third, ques-
tions and questionnaires can be adapted based on people’s responses, opening up a 
broader range of possibilities and creating flexibility (Fahrenberg et al., 2007b). For 
example, participants can only be given information and questions that are relevant 
for them. This approach reduces the text load in digital reading diaries and may 
result in less workload, as everything “unimportant” can be hidden and data entry 
is made easier. Fourth, with paper-pencil diaries, researchers would likely never 
know if participants filled out the whole diary retrospectively at the very end of the 
study. In ambulatory assessment/reading diary app, researchers have better control 
over the timing and reliability of the entries, meaning that the use of electronic data 
should result in higher compliance (Bolger et al., 2003; Fahrenberg et al., 2007b). 
And fifth, it might be easier to recruit more study participants for studies using 
smartphone apps than paper-pencil diaries (Zhang et al., 2018). This could directly 
affect the generalizability of the diary data collected. 

Of course, the use of diaries also comes with several challenges. Depending 
on the type of research question, software and programming costs can occur (Con-
ner & Lehman, 2012). Thus, developing an app could be more costly and would 
probably require more resources than developing and implementing a questionnaire 
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or a paper-pencil reading diary. In addition, completing a digital diary requires cer-
tain technical skills that are not necessarily present in all individuals within society 
and thus may lead to sampling bias. Finally, it should be noted that apps can always 
produce errors (e.g., in data storage or data transmission).

Despite the huge potential of ambulatory assessments, we do not know of any 
studies that have used this approach to collect data on people’s reading behavior in 
daily life. At least two exploratory studies used electronic diaries to assess reading 
behavior. Keller (2010) had 12 college students document their reading behavior 
over three days by taking digital photographs of their reading activities (e.g., pic-
tures of books). Raith (2008) had ninth-grade students use weblogs to document 
their reading behavior. This qualitative study compared paper-pencil and weblog 
reading dairies, finding that students who documented their reading behavior with 
weblogs reflected on the content of the book better than students who documented 
the content with paper-pencil diaries. However, both studies used desktop comput-
ers and did not leverage the possible advantages of ambulatory assessment using 
personal smartphones to monitor daily reading behavior (e.g., flexibility, diary 
always readily available, thus yielding a large amount of precisely documented 
data). 

Measurment and Data Quality in Ambulatory Assessments

A sufficient measurement and data quality is an important precondition that is 
needed for further analyses and the correct interpretion of results. Therefore, as for 
any empirical measure, in ambulatory assessment studies it is important to evalu-
ate the quality of the collected diary data and measures used (Calamia, 2019). To 
date, only a small number of studies using ambulatory assessments have reported 
quality criteria such as the reliability of the self-reported data (Calamia, 2019). For 
instance, well-regarded diary studies such as Greaney and Hegarty (1987) or Allen, 
Cipielewski, and Stanovich (1992) lack information on measurement and data qual-
ity. This might be because there are no clear standards for evaluating measures and 
data quality within ambulatory assessments like there are for survey scales or test 
development.

One way of evaluating data quality in ambulatory assessments is to use post-
monitoring interviews (e.g., reaction quesionnaires: Nieuwenboom, 2008; Stone et 
al., 2003). In such questionnaires, which are conducted after the monitoring period, 
participants answer questions about, for instance, whether they found the ambula-
tory assessment to be a huge burden, whether they think they behaved differently in 
some situations because of the ambulatory assessment, or whether they think their 
behavior differed from their average behavior throughout the ambulatory assess-
ment. If this is the case (i.e., the majority of participants agree with the statements), 
the researcher must conclude that the data quality is not acceptable. Postmonitoring 
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questionnaires therefore provide some indication of the reliability and validity (e.g., 
does the fact of observation change the nature of the phenomenon being measured) 
or generalisability of a given assessment.

Another method for demonstrating measurement and data quality in read-
ing diaries or ambulatory assessments (e.g., Anderson et al., 1988; McLaws et al., 
1990; Nieuwenboom, 2008) is to demonstrate the reliability of the reading diary 
app by examining correlations in the goal construct (e.g., reading time) between the 
observed weeks as well as between even- and odd-numbered days. This approach 
is similar to the idea of split-half reliability, where a test is divided into two halves, 
scores on which should be correlated with one another. Furthermore, reliability can 
be demonstrated by examining internal consistency (e.g., Cronbach’s alpha values 
for the amount of time spent reading per day across all days). 

Study Aims and Research Questions
Two research questions were formulated. 

(a) First: Does the ambulatory assessment of reading behavior via a smart-
phone-based diary app have satisfactory measurement and data quality? For an 
optimal quality check, existing approaches used in previous studies were com-
bined. Measurement and data quality can be assumed to be sufficient when two 
conditions hold: 1) postmonitoring questionnaire results reveal no issues, and 2) the 
reading diary app measure is sufficiently reliable. The first condition is achieved 
if only a small proportion of study participants report irregularities and problems 
with app use (e.g. Category 4: “I very often forgot to make an entry in the diary”). 
With respect to the second condition, in accordance with previous research exam-
ining the reliability of diary measures (e.g., Anderson et al., 1988; McLaws et al., 
1990; Nieuwenboom, 2008), the reading diary app measure can be assumed to be 
reliable if the correlation in reading time between Week 1 and Week 2 and between 
even- and odd-numbered days is around r = .70 or higher. Finally, our reading diary 
app measure can be assumed to be reliable if Cronbach’s alpha (for the amount of 
time spent reading per day across all days) exceeds α = .80. 

 (b) Second: How is reading time measured via the ambulatory assessment 
related to reading time measured via different global retrospective questionnaire 
measures? An important criterion for the quality of an instrument is construct valid-
ity, and convergent validity is one way to check for construct validity. Convergent 
validity refers to overlap in the results of different tests for the same or similar con-
structs (Moosbrugger & Kelava, 2012). Thus, high correlations between the results 
of two tests or measures of the same construct reflect high convergent validity 
(Pospeschill, 2010). Global retrospective questionnaire measures are widely used 
and therefore can be considered well established; thus, they seem to be well-suited 
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as a criterion for testing the quality of our reading diary app data. According to the 
literature, however, data obtained from reading diaries most closely reflect “real” 
reading behavior. Therefore, low correlations between these two measures may not 
necessarily indicate low validity of the reading diary app data, but may also indi-
cate that the two instruments partially measure different constructs. Consequently, 
this second research question is examined in an exploratory manner.

Method
Participants

All analyses rely on data from a convenience sample of n = 311 German university 
students (77% women) with a mean age of 20.71 (SD = 2.60) years. The university 
students were in their third semester of higher education on average (M = 3.01); 
23% had an immigrant background, meaning that at least one parent was born 
abroad. Nearly all students (n= 28) had taken courses in the fields of psychology 
and education science. The participants had received an average grade of 2 (10-12 
points) in German language arts on their secondary school completion exams (Abi-
tur), which reflects “good” performance according to the German grading system.

Study Design

The study included three measurement points. 
First Measurement Point (M1). The first measurement point involved a one-

hour session in small groups of three to nine study participants. A reading achieve-
ment test was administered at the beginning of the session. Afterwards, partici-
pants filled out a questionnaire with different reading behavior measures, which 
lasted about 15 minutes. Afterwards, the reading diary app was introduced and 
explained. The app was installed on the smartphones the participants had brought 
with them, and the app’s functions were tested. Finally, the further study procedure 
was explained and participants were instructed on how to use the app (see measures 
section for further details). The first session followed a standardized script. 

Second Measurement Point (M2). The second measurement point represents 
the ambulatory assessment period via the reading diary app. For the ambulatory 

1	 The study began with a total of 35 participants. Three participants could not install 
the app on their smartphone and could thus not further participate in the study. It later 
turned out that the reading diary app did not work on devices with an older Android 
operating system. Of the 32 participants who used the reading diary app during the 
two-week survey period, one person did not fill out the final questionnaire and there-
fore was not considered either in the further analyses. 
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assessment, we followed an event-based design in which every reading activity was 
documented immediately after participants completed a reading event. All partici-
pants recorded their reading activities for 14 days. Based on arguments made by 
Foasberg (2014), the start of the ambulatory assessment period was placed in the 
middle of the semester so that there would be no bias due to final exam stress.

Third Measurement Point (M3). The day after the reading diary app was used 
for the last time (Day 15), participants received a link via e-mail to an online ques-
tionnaire created using SoSci Survey (Leiner, 2019). The questionnaire included 
different reading behavior measures as well as the postmonitoring questionnaire. 
The participants had four days to complete the online questionnaire, which lasted 
about ten minutes. The incentives for complete participation were made available 
the following week. We elected to conduct an online survey at M3. Participants 
were not required to return to the lab, reducing the effort required. This was of high 
importance in order to avoid non-response and missing data in the postmonitoring 
questionnaire.

The study was advertised and participants were recruited in university semi-
nars, lectures and via the student council email list at the University of Bamberg. 
For technical reasons, only students with Android devices could participate in the 
study. For complete participation in the study, students received a 15€ voucher for a 
local bookstore. Bachelor’s degree students in psychology could alternatively opt to 
receive four credit hours for their participation.

Measures 
Reading diary app data
The reading diary app was developed by the authors of the present paper at the 
Department of Educational Research at the University of Bamberg for the purpose 
of the present study. The app has a clear structure and can be used intuitively2. 
As previously mentioned, the study followed an event-based design, meaning that 
participants were to document their reading behavior directly after each reading 
activity occurred. Personal communication such as emails and text messages were 
not to be taken into account. No restrictions were applied concerning text type, 
medium (print or digital device), or whether the reading activity was for enjoyment 
or for one’s studies, and participants were requested to document all reading activi-
ties. Furthermore, browsing and looking things up on the internet was not explicitly 
excluded. 

2	 At M3, participants answered questions about user friendliness (e.g. “Scanning new 
books worked without problems”, “The entries for reading were uncomplicated”). 
The feedback was good. On a four-point Likert scale (“strongly disagree” to “strongly 
agree”), participants gave each statement an average rating of M = 3.0.
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See Figure 1 for an illustration of what the reading diary app looked like. 
The key element of the reading diary app is each participant’s personal library. 
Participants were able to add books/texts to their personal libraries by scanning the 
barcode on the back of the book with an app tool (see Figure 1a). This automatically 
entered book-related data such as book title, author’s name, ISBN number, and the 
number of pages in the app, as the app was able to pull this information from the 
German National Library. Participants also had the opportunity to type in the title 
and author of the book manually. This also applied to all other texts (e.g., newspa-
pers, digital articles, magazines) where no barcode was available. Then, every time 
the participant opened the reading diary app, his or her personal library appeared 
(see Figure 1b), encompassing all previously added books and texts (labeled “read-
ing projects”). To measure the time participants spent reading, they were asked to 
make an entry every time they completed a reading event/activity. To make such 
an entry, participants first chose the reading project (i.e., the book or text they had 
read) from their library, and then they answered a short question about the duration 
of the reading event (in minutes) and the number of pages they had read (see Figure 
1c). Participants were also asked to answer four short questions regarding aspects of 
situational reading motivation every time they completed a reading event. Log data 
provided additional information about the date and time of day when participants 
indicated they had read something (i.e., when they made an entry). All elements in 
the library (books or other texts) were recorded and visible to the participants until 
they had completed a reading project. When participants indicated that they had 
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Screenshots showing the interface of the reading diary app 
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Figure 1	 Screenshots showing the interface of the reading diary app
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finished a reading project (as well as at the end of the two weeks of using the app), 
they had to conclude the reading project. To do so, they had to answer questions 
about the reading project in general, such as the reading purpose. 

Reading Behavior Measures from the Paper-pencil Questionnaire
Global evaluation of reading time. The global evaluation of reading time was 
captured in a manner comparable to the PISA study (Hertel, Hochweber, Mildner, 
Steinert, & Jude, 2014) by asking participants to answer the following question: 
“How much time do you normally spend reading per day?” A 5-point Likert scale 
was used (1 = never, 2 = up to 30 min, 3 = between half an hour and 1 hour, 4 = 
1 to 2 hours, 5 = more than 2 hours). The global evaluation of reading time was 
measured in the M1 and M3 questionnaires.

Evaluation of reading time for different types of texts. Equivalent to the global 
evaluation, the evaluation of reading time with respect to different types of texts 
was captured with the item: “How much time do you spend per day reading the 
following text types?,” again on a 5-point Likert scale (1 = never to 5 = more than 
2 hours). This time, however, participants were asked to indicate how much time 
they spent per day reading different types of texts. Similarly to the PISA study, 
this study asked about the following categories: (a) fiction books, (b) nonfiction 
books, (c) newspapers, (d) magazines, and (d) comic books. This variable was also 
measured at M1 and M3. Although more text types exist than the five categories 
mentioned, a recent study by Locher & Pfost (2019b) showed that a too fine-grained 
differentiation between text types tends to become counterproductive. Therefore, 
these broad text categories were used.

Comparative Reading Habits (CRH)
The CRH is a measure of reading habits developed by Acheson, Wells, and Mac-
Donald (2008). Participants were asked to rate their reading habits in comparison 
with their peers (e.g., reading time: “Compared to other college students, how much 
time do you spend reading all types of materials?” or reading speed: “Compared to 
other college students, how fast do you normally read?”). For each of the five ques-
tions on the CRH, participants chose a number on a scale ranging from 1 to 7, with 
higher numbers indicating greater amounts of the quantity in question (e.g., reading 
time, speed). Similarly to the study by Acheson et al. (2008), a 7-point Likert scale 
was used to ensure sufficient variance in responses. The CRH was measured at M1 
only. 

Postmonitoring Questionnaire
Conscientiousness. To check whether participants regularly documented their read-
ing activities, we asked participants at M3: “How regularly did you make entries 



285 Locher et al.: Measuring Students‘ Reading Behavior

in the app after reading?” They were asked to rate this question on a 4-point Likert 
scale (1 = forgot very often, 2 = sometimes forgot, 3 = regularly documented, 4 = 
always documented). 

Generalizability. To check whether participants’ reading activities during the 
2 weeks of using the reading diary app were comparable to their normal daily read-
ing habits, participants were asked the following question: “Do you think you spent 
more or less time reading during the 2 weeks of using the reading diary app than 
you normally do?” A 5-point Likert scale (1 = much less, 2 = a bit less, 3 = exactly 
the same, 4 = a bit more, 5 = much more) was used to ensure sufficient differentia-
tion. 

Reaction. Three items were used to check for possible reaction effects caused 
by the reading diary app. The first item refers to boredom effects (“Filling out the 
reading diary app was boring”), the second item to the burden (“Filling out the 
reading diary app was a burden in everyday life”), and the third item to an uninten-
tional intervention effect (“Filling out the reading diary app influenced my usual 
reading behavior”). All three items were rated on a 4-point Likert scale (1 = dis-
agree, 2 = somewhat disagree, 3 = somewhat agree, 4 = agree).

Analysis Strategy

To explore the correlation between reading time in Weeks 1 and 2 and on even- and 
odd-numbered days, and to examine internal consistency, the total duration of all 
reading events each person documented throughout the 14 days was aggregated. In 
so doing, information was collected about the amount of time participants spent 
reading on each individual day as well as during each of the 2 weeks. In general, 
internal consistency measures whether different items that aim to measure the same 
construct produce similar scores. To compute the internal consistency of reading 
time as measured in the reading diary, the reading time on each day was treated 
as a single “item” measuring the same construct, namely, the amount of time spent 
reading. 

For the second research question regarding the relation between reading time 
measured via the reading diary app and reading time measured via the question-
naire, the reading time data from the ambulatory assessment was transformed. In a 
first step, to differentiate between the different types of texts, each reading project 
from a participant’s personal library was assigned to one of the categories from the 
questionnaire: fiction books, nonfiction books, newspapers, magazines, or comics. 
Some reading projects could not clearly be assigned to one of the text categories 
(e.g., lecture notes from university courses). These titles formed the category “other 
books” or the category “other texts.” While categorizing the reading projects, it 
became apparent that the app failed to transfer title names from a substantial num-
ber of manually added reading projects to the server. Due to this technical problem, 
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these reading projects could not be categorized. These titles formed the category 
“texts with missing title.” In a second step, daily reading time in minutes from the 
reading diary app was classified into one of the five response categories from the 
paper-pencil questionnaire: 1 = never, 2 = up to 30 min, 3 = between half an hour 
and 1 hour, 4 = 1 to 2 hours, 5 = more than 2 hours. This made it possible to com-
pute the average daily reading time across the 2 weeks on a categorical level. This 
was also done separately for each text type. After preparing the data in this man-
ner, repeated-measures ANOVAs and correlation analyses were computed in SPSS 
(IBM-Corporation, 2012).

Results
Before presenting the results for the two research questions, some descriptive 
results will be highlighted to provide a first impression of the information we were 
able to collect with the reading diary app.

Descriptive Results for the Reading Diary Data

A total of 416 event-based entries were made during the ambulatory assessment. 
This means the 31 participants indicated that they had engaged in reading activities 
416 times during the 2-week period. Figure 2 shows the times of day that were the 
most popular reading times. Most reading events were documented between 7 pm 
and 12 am, meaning that people mostly indicated spending time reading in the eve-
ning. Most reading and most entries were made on Mondays. Other than that, peak 
reading time was rather equally distributed (see Figures A and B from the elec-
tronic supplement for further information). On average, participants documented 
one reading event per day (M = 0.96, SD = 0.66). These reading events lasted an 
average of M = 31.78 min (SD = 16.10). The duration of a reading event ranged 
from 5 to 240 min. Approximately 17% of all reading events lasted 10 min or less, 
while 16% of all reading events lasted 1 hour or longer. 

During the 2 weeks of the ambulatory assessment, participants added an aver-
age of four books (M = 3.61, SD = 4.19) and two additional texts, meaning newspa-
pers, magazines, online articles, and so forth (M = 2.10, SD = 2.17), to their library. 
On average, four reading events per book (M = 4.23, SD = 3.90, Min = 1, Max 
= 19) and two reading events per text (M = 2.28, SD = 1.61, Min = 1, Max = 16) 
were recorded. Some participants did not document any reading time for some of 
the reading projects they entered into their library, meaning they did not read every 
book/text they entered. Therefore, Table 1 shows the number of reading projects 
overall and the number of reading projects with valid reading times. One possible 
explanation for this is that participants added some books they planned to read into 
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their library in advance, but then they did not actually spend time reading them. 
In-depth analyses revealed that it was often nonfiction books that were added to 
the library but had no reading time (see Table 1). Furthermore, the students added 
a higher number of books than other texts (e.g., newspapers) during the 2 weeks.
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Figure 2	 Frequencies of entries in the reading diary app per time of day

Table 1	 Numbers of Reading Projects by Type of Text

Type of reading project Type of text N nT

Books Fiction 46 42
Nonfiction 54 36
Other books 12 11
Sum of books 112 89

Texts Newspapers and magazines 15 13
Other texts 15 15
Texts with missing titles 35 33
Sum of texts 65 61

Sum of reading projects 177 150

Note. N = Number of reading projects overall, nT = Number of reading projects with valid 
reading time. 
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Table 2 shows the average time people spent reading across all types of texts 
as well as differentiated by type of text. First, the results showed that on average, 
participants spent about half an hour a day (M = 31.05, SD = 32.20) reading. Dif-
ferentiated by type of text, participants predominantly spent time reading fiction (M 
= 16.82, SD = 25.37) and nonfiction books (M = 3.88, SD = 11.92), whereas other 
types of texts such as newspapers and magazines were only read for a few minutes a 
day. On average, participants spent more time (in minutes) reading in the first week 
(M = 34.18, SD = 37.90) than in the second week (M = 27.91, SD = 32.45). How-
ever, this difference was not significant, t(30) = 1.21, p > .05, r = .67. Individual 
differences between participants in average reading time were large, as seen in the 
large standard deviation. 

Measurement and Data Quality 

Detailed results of the postmonitoring questionnaire can be found in Table 3. With 
respect to conscientiousness, only one person indicated that he or she often forgot 
to make entries in the reading diary app (= response option 1), whereas more than 
75% stated that they regularly or almost always made entries (response option 3 or 
4). Once again, the categories were 1 = “forgot very often”, 2 = “sometimes forgot”, 
3 = “regularly documented”, 4 = “always documented”. Regarding the general-
izability of the documented reading activities, the results of the postmonitoring 
questionnaire were satisfactory. Participants indicated how their reading activities 
during the ambulatory assessment compared to their normal daily reading habits 

Table 2 	 Average Daily Reading Time in Minutes By Text Type Measured via 
the Reading Diary App

n M SD Min Max

Fiction 42 16.82 25.37 0.00 119.29
Nonfiction 36 3.88 11.92 0.00 66.43
Newspapers 4 0.72 2.18 0.00 9.29
Magazines 9 1.61 5.81 0.00 32.14
Comics 1 0.03 0.19 0.00 1.07
Other books 11 1.81 4.35 0.00 16.43
Other texts 14 1.12 2.96 0.00 15.00
Texts with missing title 33 5.06 9.91 0.00 49.86

All 150 31.05 32.20 0.00 139.29

Note. N = 31 participants. n = number of reading projects to which this reading time can 
be subsumed. 
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with the following categories: 1 = “much less”, 2 = “somewhat less”, 3 = “exactly 
the same”, 4 = “a bit more”, 5 = “much more”. About 29% of participants indicated 
that they spent exactly the same amount of time reading during these 2 weeks com-
pared with their usual reading time. A total of 32% stated that they usually read 
slightly less and 3% much less than in the 2 weeks of data collection. On the other 
hand, 36% of participants indicated that they read slightly more than they usually 
read. Consequently, participants’ reading time during the 2 weeks of data collection 
seemed to be comparable on average to participants’ usual reading activities. With 
respect to the reaction items (categories: 1 = “disagree”, 2 = “rather disagree”, 3 = 
“rather agree”, 4 = “agree”), only 7% of participants indicated that they got bored 
(Reaction 1) while using the reading diary app, whereas 65% stated that they were 
not bored or only slightly bored. About 90% of participants disagreed or some-
what disagreed that the task of monitoring their reading behavior with the reading 
diary app every day was a burden (Reaction 2). Furthermore, only one participant 
indicated that the ambulatory assessment influenced his or her daily reading behav-
ior (i.e., he or she read a lot more than average). About 60% of participants stated 
that they did not think they changed their reading behavior due to the ambulatory 
assessment (Reaction 3). 

As an additional quality measure, we calculated the internal consistency for 
reading time across all days. The reading diary app data had satisfactory internal 
consistence (α = .87). This was also supported by the correlations between the sum 
total daily reading time on even- and odd-numbered days (r = .81, p < .01) and 
between the sum total of reading time in Weeks 1 and 2 (r = .67, p < .01). Both 
results serve as indicators of reliability. 

Table 3	 Descriptive Statistics from the Postmonitoring Questionnaire (M3) 

M SD Cat 1 % Cat 2 % Cat 3 % Cat 4 % Cat 5 %

Conscientiousness 3.26 0.89 3.2 19.4 25.8 51.6 -

Generalizability 2.97 0.91 3.2 32.3 29.0 35.5 0.0

Reaction 1: Boredom 2.26 0.82 16.1 48.4 29.0 6.5 -

Reaction 2: Burden 1.68 0.65 41.9 48.4 9.7 0.0 -

Reaction 3: Intervention 2.23 0.81 19.4 41.9 35.5 3.2 -

Note. Data were collected from N = 31 participants. Cat in %= percentage of people se-
lecting this category. Conscientiousness: Category 1 = forgot very often to Category 4 = 
always documented; Generalizability: Category 1 = much less to Category 5 = much more; 
Reaction: Category 1 = disagree to Category 4 = agree. 
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Comparing Different Reading Behavior Measures

To compare the reading diary app data with the global retrospective questionnaire 
data, we used information about daily reading time from the event-based entries 
during the 2 assessment weeks. This data was transformed to match the response 
categories for the questionnaire items. Because the number of reading projects in 
the categories of newspapers and magazines was too small to analyze separately, a 
joint category was built for both the app and questionnaire data. No analyses were 
conducted regarding comic books because only one comic book was mentioned in 
the reading diary app.

Comparing the average amount of reading time per week measured as a global 
evaluation on the questionnaire and the average weekly reading time measured via 
the reading diary app (Table 5 and Figure 3) yielded a significantly lower average 
for the reading diary app data (M = 2.06, SD = 0.70) compared to the questionnaire 
data (M1: M = 3.29, SD = 0.97; M3: M = 2.94, SD = 0.85).

Furthermore, there were significant differences in the global retrospective 
questionnaire measure before (M1) and after (M3) the 2 weeks of reading behav-
ior documentation, with participants indicating less time spent reading after the 
ambulatory assessment period. Comparable results were found when differentiating 
between text types (Table 4). For all text categories, the evaluation of reading time 
before using the reading diary app was descriptively but not significantly higher 
than the evaluation after the ambulatory assessment period. Turning to global 
reading time (i.e., summing up all reading activities across all types of texts), no 
participants indicated that they spent no time reading when asked in the question-
naire. However, according to the reading diary data, 23% of participants fell into 
the lowest category, which meant that on most days during the 2 survey weeks, 
they did not spend any time reading. The results of the correlational analyses in 
Table 5 revealed that the reading diary app data were significantly associated with 
the global retrospective evaluation from the questionnaire (M1: r = .39, p < .05 
and M3: r = .58, p < .01). The global retrospective evaluation after the 2 weeks 
of data collection was more strongly related to the reading diary app data than the 
global retrospective evaluation before the 2 weeks of data collection. Comparable 
results were found when differentiating by type of text, with the exception of the 
newspapers and magazines category. Table 5 also shows the correlations with the 
CRH scale. One can see that reading time measured via the reading diary app was 
significantly correlated with the CRH (r = .38, p < .05). As the internal consistency 
of the CRH was quite low (α = .49), and the CRH also includes items that refer 
to reading skills and reading speed, we additionally computed correlations with 
the item referring to reading time only (“Compared to other college students, how 
much time do you spend reading all types of materials?”). This item had a consider-
ably stronger correlation with the reading diary app data (r = .51, p < .01). 
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Discussion
The main interest of this study was to gain deeper insight into people’s “true” read-
ing behavior using an ambulatory assessment. Therefore, a reading diary app was 
developed to monitor people’s reading behavior in daily life. In this field report, 
we explored whether the ambulatory assessment had satisfactory measurement and 
data quality, which is an important precondition for further analyses. In addition, it 
was explored how the ambulatory assessment data were related to data from global 
retrospective questionnaire measures. 

First, a reading diary app/ambulatory assessment seems to be an appropriate 
method for collecting data of satisfactory quality about reading behavior in daily 
life. As smartphone use allows for a relatively easy and economical data collec-
tion process, it seems feasible for participants to document their reading behavior 
continuously rather than, for instance, just once a day (e.g., as often the case for 
end-of-day diaries). Therefore, quite precise and detailed information about indi-
viduals’ daily reading behavior can be obtained. The results showed that internal 
consistency was very good, and the correlations of time spent reading in Weeks 1 
and 2 as well as between even- and odd-numbered days, another reliability indica-
tor, were strong and in the expected direction (e.g., Anderson et al., 1988; McLaws 
et al., 1990; Nieuwenboom, 2008). Moreover, most participants reported that docu-
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menting their reading behavior with the reading diary app was not a burden for 
them and that they made regular entries. However, the generalizability of this find-
ing requires further research. For example, some persons (e.g., older people) may 
be less familiar with smartphone apps than university students, making the use of 
electronic reading diaries more difficult for this population (Conner & Lehman, 
2012). Furthermore, some people may have privacy concerns related to an app that 
collects information on their personal behavior, including their reading behavior. It 
is also important to consider that participants only monitored their reading behav-
ior for 2 weeks. Therefore, it might be argued that participants’ reading behavior 
during those 2 weeks was not representative of their reading behavior in general. 
Nevertheless, two weeks are a common and sometimes recommended time period 
for diary studies (Conner & Lehman, 2012). Moreover, we chose a time period for 
our diary study in the middle of the semester when no exams had to be taken, as 
exam stress could affect college students’ reading behavior. Furthermore, in the 
postmonitoring questionnaire, nearly all participants indicated that the amount of 
time they spent reading did not deviate significantly from their general reading 
behavior. 

Second, the results showed that the reading diary app data and global retro-
spective questionnaire data (collected before and after the ambulatory assessment 
period) were closely related. However, despite the significant correlations, there 
were substantial differences between the reading time data collected via the read-
ing diary app and the questionnaires. The average daily time spent reading was 
significantly lower in the ambulatory assessment compared to the questionnaire 
self-report scales. One possible explanation for this is that participants tend to over-
estimate the amount of time they spend reading each day when asked to make a 
global retrospective self-report on a questionnaire. This is in line with Nieuwen-
boom (2008), who found in a sample of third to fifth graders that students tended to 
overestimate their reading time in a questionnaire compared to a paper-pencil read-
ing diary. Nevertheless, it must be noted that both the questionnaire and reading 
diary measures rely on self-reports. A third, independent source of data might be 
helpful in order to confirm whether participants really overestimated their reading 
time in the retrospective questionnaire or whether reading diaries tend to under-
estimate reading time. Although we implicitly assume that participants continu-
ously documented their reading activities during the ambulatory assessment, which 
should result in less bias due to memory effects, some participants might have for-
gotten to document their reading time and then did not respond honestly to the 
conscientiousness question. 

Finally, our results found significant differences in the global retrospective 
self-report before and after the 2 weeks of ambulatory assessment. Furthermore, 
the correlation between the reading diary app data and the global evaluation of 
reading time from the questionnaire was stronger after the ambulatory assessment. 
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One possible explanation is that after participants monitored their own reading 
behavior for 2 weeks, they revised their reading time estimates, leading to differ-
ent and possibly more precise responses to the global retrospective question. This 
change in participants’ responses could again be interpreted as a sign that global 
retrospective questionnaires are influenced by aspects such as heuristics and mem-
ory effects. Nevertheless, it should be kept in mind that all results are based on a 
rather small sample. Therefore, in order to confirm the results regarding the qual-
ity of the reading diary app as well as the relations with retrospective questions, 
the app would need to be applied in a larger sample and complemented with fur-
ther sources of information, such as interview data. Consequently, future research 
should try to replicate the study with a larger and more heterogeneous sample with 
persons at different stages of life, from school students to older adults. Further-
more, data collection periods of varying length might be explored. Whereas longer 
time periods would help the diary data better capture habitual behavior, longer time 
periods might also lead to more missing data, measurement error, unwillingness 
to participate in the study and boredom effects (Bolger et al., 2003). Therefore, the 
effects of shorter data collection periods might also be examined.

Limitations of the Study
The present study also has some limitations. First, a small convenience sample of 
college students in psychology and educational science was used. Due to sample 
selectivity, the results may not generalize to the general population. Second, there 
were some unexpected technical problems with the reading diary app. The biggest 
issue was that the titles of 33 reading projects were not transferred to the server 
correctly. This information about the title/type of text was necessary for the dif-
ferential analyses by type of text. Because it was not possible to restore this missing 
information, reading projects lacking information about the title/type of text had to 
be excluded from these analyses. This led to a reduction in the sample size in these 
categories and to a relatively small sample size in the newspapers and magazines 
category, which could be an explanation for the nonsignificant correlation between 
the app and questionnaire data. Third, it was not possible to determine whether 
participants made fake entries in the diaries for reasons such as social desirability 
(Carels et al., 2006; Gershuny, 2012). For example, social desirability effects have 
been found when parents report reading times with their children, with parents 
often exaggerating this reading time (Hofferth, 2006). Accordingly, participants 
might have indicated spending more time reading in the app than they actually 
spent reading. However, it might be seen as less likely for a participant to continu-
ously make invalid statements for several entries across a two-week period com-
pared to a single questionnaire response. Nevertheless, to address this limitation, it 
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would be useful for future research to examine a third source of information, such 
as interview data. Finally, there may be individual differences in data accuracy 
due an imprecise definition of the construct “reading event”. Therefore, some study 
participants might have recorded reading events in the diary that other participants 
did not record. Hence, future studies should develop a more precise working defini-
tion of the term reading event and communicate this to study participants in order 
to improve data accuracy. 

Conclusion
The present study is among the first to use an ambulatory assessment in the form of 
a reading diary smartphone app to examine people’s reading behavior. In doing so, 
this study addresses the often-discussed necessity to use more innovative methods 
to study behavior in daily life (e.g., Fahrenberg et al., 2007b), and the need to obtain 
new and deeper insights into people’s common reading activities and qualitative 
aspects of reading behavior (e.g., Troyer et al., 2018). Global retrospective measures 
often do not provide information that would allow for such insights because they 
only reflect average trends and tendencies rather than concrete information about 
the books and texts a person has actually read. 

The present field report illustrates that a reading diary app is a promising 
method for economically collecting detailed data about people’s reading behavior 
in daily life. However, ambulant assessment via a smartphone app also involves 
many challenges (e.g. susceptibility to technical problems, relatively large effort 
required to develop the app), as shown in this study and documented in this field 
report. While this study has taken a small first step in the direction of resolving 
these challenges, and there is a lot of work still to do and improvements to be made. 
The present study clearly illustrates that reading behavior is a much more complex 
construct than just the average time spent reading as measured in global retrospec-
tive questionnaires. The results showed that the amount of time individuals spent 
reading each day varied substantially across days. Furthermore, there is great vari-
ation in participants’ reading material, which typically remains invisible in global 
retrospective data – except with respect to very general types of texts. But perhaps 
it is not just reading a lot but reading diverse books and texts (varying in content, 
complexity, and writing styles) that makes a competent reader (Kirsch et al., 2002). 
Given that existing evidence on the relation between reading behavior and reading 
skills or reading motivation is predominantly based on studies using global retro-
spective questionnaire data (e.g., Locher et al., 2020; Pfost et al. 2013; Troyer et 
al., 2018), future research should examine whether these findings can be replicated 
with more fine-grained measures of reading behavior. It might also be fruitful to 
further develop the reading diary app to promote increased reading behavior, e.g., 
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by using a token system for the amount of reading time reached (see Robinson, 
Newby, & Ganzell, 1981). Akbar et al. (2015), for example, found that reading apps 
can help to improve reading speed. Such interventions might be a further perspec-
tive for future research with reading diary apps. 
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The European research project Youth Skills (ySKILLS) investigates digital skills 
of young people in a longitudinal perspective, surveying students aged 12 to 15 
in three consecutive years (until they become 14 to 17, respectively). In order to 
understand which factors influence young people’s acquisition of digital skills and 
how, in turn, digital skills influence young people’s wellbeing, we have developed 
a quantitative, longitudinal research design and a questionnaire with new digital 
skills indicators. We decided on a non-probability sample with data collection in 
schools because previous research has led to expect much higher response rates in 
longitudinal school-based surveys (e.g., Schreiner & Haider, 2006) compared to 
out-of-school surveys with children and young people (e.g., Brix et al., 2017).

In the ySKILLS project, survey data is being collected in secondary schools 
in six European countries (Estonia, Finland, Germany, Italy, Poland and Portu-
gal) in three waves (2021, 2022, 2023). For each wave we aim at a sample with at 
least N=6,000 students in secondary education (n=1,000 per country). This article 
focuses on our experiences and insights related to the first wave, which was suc-
cessfully accomplished in 2021 with N=6,221 students aged 12 to 15.

While our overall response rate of 60.8% is higher than average response rates 
in out-of-school surveys,1 it is still smaller than we had expected based on our pre-
vious experiences with (voluntary) school-surveys. In this article, we investigate 
possible reasons for the non-response and reflect on the particular challenges of 
school-based surveys and data collection with children and young people, as well 
as on the challenges related to the fieldwork during the COVID-19 pandemic. In 
fact, data collection in schools took place in spring and autumn 2021, when differ-
ent restrictions to contain the health emergency were adopted by the survey coun-
tries. Consequently, in some countries the online-survey was not only administered 
in class but also fully online with students at home (as it was the case in Estonia, 
Germany, and Italy, when a class was quarantined or schools were closed2), or in 
a hybrid mode (with some students in class and some at home, as in Estonia and 
Italy). In Portugal, Poland and Finland, the survey was administered mainly face to 
face in class, except for certain classes in quarantine in Poland. 

The diverse restrictions in place to contain the pandemic did alter not only 
data collection but also the recruitment and collaboration with schools. Previous 
research has already pointed out the complexity of school-based large-scale survey 
research (e.g., Bartlett et al., 2017; Madge et al., 2012). For a successful implemen-

1	 A meta-analysis of studies published in academic journals revealed an average re-
sponse rate of 52.7% (Baruch & Holtom, 2008).

2	 In Italy, one of the participating schools was closed due to a power cut.



305 Waechter et al.: Large-Scale Comparative School-Based Survey Research

tation of the school-based survey, we found fieldwork preparation regarding the 
recruitment of schools, the collaboration with participating schools and parental 
consent to be particularly important. In addition to the challenges in recruiting and 
working with schools and collecting parental consent as described in the literature 
so far, we also faced new challenges related to the COVID-19 pandemic. 

In this article we will reflect on our experience and new insights based on 
qualitative expert interviews with all project leaders in the respective countries and 
team experts of the ySKILLS data collection consortium. The interviews concern 
the recruitment of schools, the collaboration with participating schools as well as 
the methodological and ethical problems with parental consent.

The following section summarizes previous findings regarding fieldwork 
preparation of school-based surveys. “The ySKILLS survey” section provides basic 
information on the ySKILLS survey and fieldwork, while in “The Expert Inter-
view” section the methodological outline of our expert interviews is described. In 
the following sections we present and discuss the results of our experiences, reflec-
tions and insights regarding fieldwork preparation of large-scale school surveys. 
Finally, in the “Conclusions and Recommendations” we have developed recom-
mendations for future school-based survey research.

Previous Findings and Scholarly Debate on 
Fieldwork Preparation: Recruitment of Schools and 
Parental Consent
Recruitment of Schools and Collaboration with Participating 
Schools

With some notable exceptions (Madge et al., 2012; Mishna et al., 2012; Rice et al., 
2007), only few publications provide critical commentary on the process of doing 
school-based large-scale surveys in its complexity, including all the background 
work that usually remains invisible. In fact, the challenges of the “non-empirical 
work” and emotion work (Lindsay, 2005) involved in recruiting schools, getting 
them on board and negotiating access is often glossed over in articles reporting on 
school-based survey findings.

Gaining access to schools in order to undertake research with children is often 
a lengthy and sensitive process. Schools are busy institutions, increasingly over-
whelmed with both requests for participating in academic research and growing 
administrative tasks (Madge et al., 2012). Getting schools to take part in research 
involves identifying the best contacts in the school, establishing collaborative rela-
tions with all the parties involved, and negotiating participation.
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A major challenge in conducting school-based surveys lies in ensuring the 
cooperation of a variety of gatekeepers, including local authorities, school princi-
pals, teachers and parents (Barker & Weller, 2003; Bartlett et al., 2017). Gaining 
access to the key contacts in school is demanding: as Madge et al. (2012, p. 422) 
explain, “Making and maintaining contact involved school visits, telephone calls 
and emails, many of which did not elicit any response”.

Once they receive a response from school, researchers have to cultivate collab-
orative relationships with each level of authority, and persuade them that participat-
ing in the research is not in conflict with the school’s educational mission (Madge 
et al., 2012; Mishna et al., 2012; Rice et al., 2007). Negotiating participation of all 
interested parties is vital: if school principals are not motivated in taking part in 
the research, getting the support of teachers and solving any logistics issue may be 
complicated as well. Similarly, if the school principal is on board but key teachers 
are not committed to supporting the recruitment process, getting the consent of 
parents and children will also be difficult. For these reasons, Rice et al. (2007) sug-
gest to motivate each group of gatekeepers within the school community separately.

Managing the logistical aspects of a school-based survey also requires a deep 
understanding of the school organization (daily timetable, the school’s calendar of 
events and the national education calendar, including the PISA test administration) 
and access to computers.

Ultimately, recruitment and collaboration with schools is best achieved if 
research in schools is conceived of as a “give and take” process (Madge et al., 2012, 
p. 423). Researchers need to emphasize how the school community can benefit 
from participating in the survey and follow up with the school on a regular basis. 
For example, promising feedback on initial findings, offering teachers’ training 
or education initiatives aimed at children and parents, and recognizing that each 
school has distinctive needs are all suggested ways to maintain a positive relation-
ship with schools, and, as a consequence, gain their commitment over time (Clary 
et al., 2021; Madge et al, 2012; Mishna et al., 2012; Rice et al., 2007).

Parental Consent

Although a school-based survey is a viable method to reach adolescents’ popula-
tions and to obtain important data on various aspects of their lives and surround-
ings, researching underage adolescents cannot be done without their parents’ or 
guardians’ permission as well as the voluntary and informed consent from the ado-
lescents themselves. Ideally, these two decisions should be in harmony or at least 
negotiated, but there may appear situations where the researchers face the dilemma 
of having to choose between the parents’ and the child’s views. 

The primary ethical norms and principles of research integrity (e.g., Ryan et 
al., 1979; The European Code of Conduct for Research Integrity, 2017) rightly pri-
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oritize the need to respect the persons involved in research, and the protection of 
their wellbeing, autonomy, privacy and the best interests, stating that the research 
activity must avoid any harm to their health and dignity. The ethical approaches 
also warn against the risk of vulnerability, marginalization and stigmatization that 
may damage research participants’ interests. However, depending on the topic and 
design of research, there may be cases of underage children being declined partici-
pation by their parents or guardians even if the children themselves would be in 
favor of taking part in the research. This may result in negative effects on the rights 
of adolescents as young citizens, as well as on the response rate, sampling bias, and, 
thus, validity of the research findings.

One of the central topics in scholarly discussion on parental consent (e.g., 
Baker et al., 2001; Dent et al., 1997; Cavazos-Regh et al., 2020; Courser et al., 2009; 
Liu et al., 2017) has been the methodological effects of “active” versus “passive” 
consent procedures. The first type of consent means an explicitly given, in most 
cases written and manually signed permission (an “opt-in” procedure), while “pas-
sive” type of consenting means receiving information about the study and having 
an opportunity to “opt-out” by returning a “non-consent” form. In the respective 
academic debate, Courser et al. (2009, p. 2) refer to the changing research environ-
ments and increasingly demanding requirements for school-based student surveys 
in several countries (e.g., the United States). They explicitly regret the shift from 
passive consent procedures, which have for a long time fulfilled ethical and statu-
tory requirements when participating students remain anonymous and which have 
usually guaranteed high response rates, to active parental consent for all research. 
As Courser et al. (ibid.) clarify, under active consent procedure, “an unreturned 
consent form is equivalent to refusal of consent” and can mean several things 
including explicit refusal by the parents, neglecting to return the form, the loss of 
the form in transit back to the school, etc. The authors’ (Courser et al., 2009, p. 3) 
main concerns about this shifting regulatory and research environment for school-
based surveys are that it leads to low student participation rates and a non-response 
bias in survey data.

Courser et al. (2009, p. 4) also emphasize that there is a higher tendency for 
vulnerable students to be excluded from the surveys if their parents do not take 
much effort to interact with the school or research team. Systematic comparative 
analysis confirms that studies accepting only active forms of parental consent lead 
to silencing the voices of some (vulnerable) groups, for example, boys with lower 
academic achievement, adolescents belonging to certain ethnic minority groups or 
with risk-taking behavior (Liu et al., 2017, p. 46). Such systematic error in sampling 
based only on written parental consent and leaving out many participants may be 
associated with parents who do not provide active consent because they are not so 
engaged with the school and lack awareness of the benefits of their child’s contribu-
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tion to research, or who are skeptical of science, but also whose own educational 
attainment may be lower, or who are facing challenges in their everyday lives.

The authors of meta-analyses (e.g., Liu et al., 2017) and studies (e.g., Cavazos-
Regh et al., 2020) point out another problem. They emphasize that active paren-
tal consent can act like a potential barrier, keeping some adolescents away from 
research who would be quite happy to participate. Both cited studies pay special 
attention to research on students with depression and anxiety, eating disorders and 
risk behaviors and who may not feel free to talk about these issues with their par-
ents. Cavazos-Regh et al. (2020, p. 4) conclude that the adolescents attempted to 
retain privacy by not allowing researchers to contact parents about active consent.

Currently, the ethical regulations of empirical research among adolescents 
consider this issue mainly from a juridical perspective and associate it with paren-
tal responsibility and authority over their child in all matters until the children 
legally become adults. However, the overall regulations, largely influenced by med-
ical research and sciences, do not address the key dilemma of parental authority 
versus children’s agency, which is being faced by the researchers in the field of 
social studies. For example, Iltis (2013, p. 333) discusses the controversy in research 
ethics policy and guidelines “regarding who ought to make decisions involving 
children” in research, and proposes that the traditional approach of parents being 
“the default decision-makers for children” with regard to various matters including 
education needs to be revised, so that children could have greater authority over 
themselves and be treated as rights-bearers, as the United Nations Convention on 
the Rights of the Child states, especially when children’s “best interests” tend to be 
threatened (ibid.).

The ySKILLS Survey: Sampling Schools, Classes, 
and Students
The ySKILLS longitudinal survey is based on a quantitative questionnaire admin-
istered in schools in six European countries in three waves (2021, 2022, 2023). 
We aimed at a purposive, non-probability sample (at least n=1000 per wave and 
country) that would allow for a diverse and inclusive sample of respondents. Our 
basic population in the first wave were 12- to 15-year-old adolescents attending 
secondary school (ISCED 2 and ISCED 3). The first wave was successfully accom-
plished in 2021 – despite the pandemic and restrictive measures which also affected 
schools we were able to collect data from N=6,221 participants (final sample size 
after data cleaning) (Bedrosova et al., 2022).

Funding regulations required that instead of using public opinion institutes, 
the national researchers of the ySKILLS consortium directly recruited schools for 
participation in the survey and carried out data collection in schools. Furthermore, 
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longitudinal, large-scale data collection in schools is a complex process, which we 
found can only be accordingly implemented and carried out by the researchers 
themselves. This applies even more since we also collected network data.

After our research had gotten approved by the IBR committee of the project 
coordinator’s university (KU Leuven) (Application Dossier Social and Societal Eth-
ics Committee, 2020), the project partners responsible for the longitudinal school-
based data collection in their countries applied for ethical approval according to 
national regulations. In Germany and Portugal, the survey had to be approved by 
the (Federal) Ministry of Education, and in Finland, Italy, and Poland, approval 
was required by the ethical commission of the project partners’ universities (Uni-
versity of Helsinki; Università Cattolica del Sacro Cuore; Adam Mickiewicz Uni-
versity). The Finnish team obtained another ethical approval by the city of Salo. In 
Estonia, no further ethical approval was necessary as KU Leuven’s procedure was 
considered adequate and applicable.

In each of the six participating countries, the schools at secondary level were 
recruited in specific regions, usually the city and the surrounding districts of the 
partner university in the project. Regarding the sampling of the schools, we had 
decided for a non-probability sample because data collection would have required 
too many resources if carried out in schools across whole countries and there was 
no evidence leading to expect regional differences.  

A systematic evidence review of the antecedents and consequences of digital 
skills (Haddon et al., 2020) has shown that some studies point to a direct association 
of families’ socio-economic status (SES) with children’s digital skills (Paus-Hase-
brink et al., 2019; Zilka, 2019). Other research, instead, found an indirect effect of 
household SES on digital skills, mediated by access (Fizeşan, 2012): children from 
higher-income families seem to benefit from more autonomy of use and better qual-
ity of access. Overall, Haddon et al. (2020) found more studies showing a positive 
effect of household as well as school SES on digital skills of children than studies 
showing no significant effect.3 Therefore, we aimed at collecting a diverse sample 
regarding SES and applied two sampling strategies. Basically, we selected schools 
in different school districts characterized by varying degrees of urbanization and 
wealth (as in Estonia, Finland, Italy, Poland, and Portugal) (Bedrosova et al., 2022). 
In countries with a segregated school system (Germany and Italy), we also selected 
different types of schools (professional/vocational education on the one side and 

3	 The authors conclude that the mixed results of household SES may derive from differ-
ent measurements/proxies (e.g., parents’ education, income). Regarding school SES, 
they state that the causality remains unclear: “Do these schools lead to more skills or 
do the type of children likely to develop such skills go to particular schools?” (Haddon 
et al., 2020, p. 72).
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grammar schools on the other side, because each type is usually attended by stu-
dents with a similar SES background).4

In each school, we sampled the classes by grades (in the first wave: classes 
with students aged 12 to 15 which corresponds with grade 6 or 7 to grade 9 or 
10)5 and availability (depending on the timetables, exams, etc.). In all countries, 
classes were sampled in four grades (grades 6–9 or grades 7–10) and the grades 
were equally distributed in each regional sample (e.g., two classes in each of the 
four grades). In smaller schools, all classes in a specific grade had to be surveyed. 

In Germany, Estonia, and Finland, students transition after grade 9 from lower 
to upper secondary education (from ISCED 2 to ISCED 3). At this point, the major-
ity of students are 15 years old. This means that in the first wave, the surveyed stu-
dents in all four grades were in lower secondary education in Germany and Estonia 
(ISCED 2). Only in Finland, the students from grade 6 still belong to ISCED 1.

In Italy, Poland, and Portugal, students were surveyed in ISCED 2 grades as 
well as ISCED 3 grades in the first wave because the majority is only 14 years old 
when transitioning from ISCED 2 to ISCED 3.

In all classes, we aimed at a full sample, but because it was planned to survey 
all students per class at once, in the first wave we had expected a non-response rate 
(due to illness, etc.) of about 10%.6 The actual (individual) non-response in wave 
1, however, turned out to be 39.2% (ranging from 20.1% in Germany to 61.9% in 
Finland), mainly due to eligible students without active parental consent as well 
as more students having been absent from class during the pandemic (for response 
rates of each country see Table 4).

Considering the non-probability sample, we assessed possible limitations by 
considering population statistics and estimates. Regarding gender (50.2% male, 
48.1% female, 1.7% other), the sample does not significantly differ from the popu-
lation of 12- to 15-year-old adolescents in the surveyed countries. Regarding age, 

4	 The aim of this sampling strategy was not to define the SES for the individual students 
but to receive a diverse sample. For estimating the SES of the individual surveyed stu-
dents, we used a child-friendly variable on the financial situation of the family (“the 
people with whom you live”). We asked them to choose from five items, from (1) “We 
live very well – We can purchase luxury items and still have money left over” to (5) 
“We struggle to get by – We sometimes do not have enough money to afford basic 
needs, such as food and clothes”.

5	 The European schooling systems vary somewhat in the age of school entry; therefore, 
a particular grade does not correspond with the exact same age group across all coun-
tries.

6	 The consortium of the Programme of International Student Assessment (PISA) sets 
response thresholds for data quality. The threshold for pupil response is 80% (Mickle-
wright et al., 2010). Authors of the German PISA study, for example, reported a non-
response of only 6.4% (Schreiner & Haider, 2006). While participation in our survey 
was not mandatory, the school-based data collection during regular class with teachers 
being present led to expecting high participation rates, not much lower than those of 
PISA.
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there are significantly less 12-year-olds and 15-year-olds than 13- and 14-year-olds 
in the sample, which is due to data collection per grade. In one grade, there are 
always two cohorts, so the lowest grade surveyed consists of students aged 12 and 
13, while the next grade consists of students aged 13 and 14, etc. This means there 
were fewer chances for 12-year-olds to become part of the sample than for 13-year-
olds who were presented in two grades. Furthermore, as described above, the sam-
ple does not represent the population regarding regional diversity within countries. 
Also the country- and region-specific school systems, their embeddedness in the 
respective political systems and the different political systems themselves as well as 
different social contexts represent limitations, above all, for comparing the regional 
samples in different countries. Regarding the language spoken at home, the distri-
bution in our sample seems to correspond with the official national (or, if available, 
regional) population statistics. For example, in the German first wave sample (2021) 
collected in Bavarian schools, 17.3% reported a language other than German, while 
German microcensus data from 2017 reveals that 15.0% of the 12- to 17-year-old 
Germans and 17.6% of children and young people in Bavaria aged 17 and younger 
live in foreign language households (Geis-Thöne, 2021). Finally, in all countries 
where our survey was implemented, there is compulsory education until the age of 
16 (in Poland: until 15). This means that there are no limitations regarding educa-
tional participation because in the surveyed age group (12 to 15) all boys and girls 
are obliged to be in school.  In this paper, we will further address in which way the 
requirement of active parental consent represents a limitation.

The Expert Interviews: Reflecting on Fieldwork
As anticipated above, the challenges faced in recruiting participating schools, col-
lecting data amidst social distancing measures and the higher non-response rate 
have left us with many unanswered questions. Therefore, in order to investigate 
possible reasons for the unexpected non-response and to reflect on the particular 
challenges of school-based surveys and data collection with children, as well as on 
challenges related to doing fieldwork during the COVID-19 pandemic, we used the 
qualitative method of expert interviews (see e.g., Bogner et al., 2014; Doeringer, 
2020). Our aim was not only to learn about facts and processes that apply to the 
specific national and regional contexts but also to gain knowledge about interpreta-
tions and recommendations by the project leaders who were responsible for data 
collection in their countries. These stem from different academic disciplines within 
the field of social sciences (Sociology, Educational Science, and Media and Com-
munication Studies), were all experienced in international survey research and had 
taken part in various collaborative research projects before (EU Kids Online, Medi-
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appro, EUYOUPART, ENRI-East, CATCH-EyoU). Their previous experience in 
survey research allowed them to compare and to detect changes and particularities.

The authors of this article have developed a qualitative interview guide in writ-
ten form (see Appendix) regarding the preparation and the implementation of field-
work, containing mainly open questions as well as interview topics for elaborating 
on them. It was sent to all team leaders in the respective countries after the data col-
lection had been completed in all countries (in November 2021). The team leaders 
and experts of the six countries answered extensively in written form (on average, 
more than 10 pages) and their answers were coded based on the topics (e.g., recruit-
ment of schools) and subtopics of the questionnaire (e.g., recruitment strategies, 
changes of strategies, cancellation of schools, personal contacts, sampling strategy 
regarding SES, COVID-related problems, etc.). In accordance with the principles of 
qualitative research and problem-centered interviews (Doeringer, 2020), we were 
also open to new subtopics when coding the material, above all, regarding prac-
tical and political implications. During the process of qualitative content analy-
sis (Kuckartz, 2014), we also used the possibility to contact the experts again for 
clarifying questions (both orally and in writing). Additionally, we used the national 
technical reports that had been written in the frame of the project for documenting 
data collection, as summarized in Bedrosova et al. (2022).

Findings
Recruiting Schools and Collaborating with Schools

Getting schools on board was a lengthy and challenging process: beyond the usual 
challenges of overburdened schools, already highlighted in prior school-based 
research (Madge et al., 2012; Mishna et al., 2012; Rice et al., 2007), the COVID-19 
pandemic, with social distancing measures and schools switching to remote learn-
ing during surges in infection, played a role in schools’ refusal to take part in the 
research. The national research teams had to make vigorous efforts to find schools 
for collaboration:

“Ensuring schools’ participation was highly demanding: especially for upper 
secondary schools, this involved several email exchanges, plus several phone 
calls and online meetings between the researcher and the reference teacher (up 
to 5 meetings lasting 1 to 2 hours for each school).” (Italian expert)

The German experts pointed out that they had prepared individual presentations for 
each school. In the meetings, typically, two researchers, the school principal, and 
the contact teacher had been taking part. 

As shown in Table 1, in most countries, researchers contacted a higher number 
of schools than effectively participated in the studies. Non-response from schools 
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was highest in Poland, Italy and Germany. In total, 99 schools were contacted and 
the final response rate was 54% (with great variations from 36% in Poland to 100% 
in Finland and Portugal).7

Refusal to participate in the study was due both to increasing institutional 
pressure on schools, schools having been over-researched in recent years, and the 
challenges associated with managing the COVID-19 uncertainties. Denying partic-
ipation in the survey took either the form of lack of response to researchers’ emails 
and phone calls, polite refusals or even annoyed and angry feedback. When the 
researchers had not collaborated with the principal or teachers prior to this project, 
contacts with schools through emails were more likely to fail eliciting any response 
from the school. Beyond numerous explicit or silent refusals, some schools in Esto-
nia, Poland and Italy retracted their participation to the study after data collection 
had already started, due to the uncertain and constantly evolving pandemic situa-
tion.

Moreover, the participation of schools was also challenged by time pressure 
and a mismatch between the researchers’ timeline and the schools’ calendar: for 
example, since the start of data collection was postponed to April and May due to 
the pandemic situation, in some countries (including Finland, Italy, and Poland) the 

7	 Reflecting on the school response rate, our response rate (54%) seems high compared 
to school-based health related behaviour surveys (less than 40% in ESPAD, HBSC, 
and ISRD in the investigated countries Germany, the Netherlands, England, and USA), 
but relatively low compared to other school-based surveys on academic performance 
(52–93% in PISA and TIMSS for the same countries), which have a high public profile, 
“translating into pressure on schools to participate” (van der Gaag et al., 2019, p. 394–
396). However, it is difficult to compare surveys with a different degree of voluntary 
participation. Furthermore, in our sample, the national school response rates of 100% 
(Finland and Portugal) did not result in high pupil response rates in these countries.

Table 1	 Recruitment and participation of schools (ySKILLS survey 2021)

Country Contacted 
schools

Recruited 
schools

Cancellation 
during data  
collection

Prolonged  
data collection

School  
response rate 

Estonia 14 9 3 no 64%

Finland 11 11 0 no 100%

Germany 14 6 0 no 43%

Italy 20 8 1 yes 40%

Poland 33 12 2 yes 36%

Portugal 7 7 0 no 100%

Total 99 53 6 (6%) 2 countries 54%
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survey administration clashed both with OECD PISA tests, final exams and the end 
of the school year. Accordingly, in Italy and Poland data collection was postponed 
to the beginning of the following academic year (fall 2021).

The first contact with schools was made by the following two main patterns. 
Firstly, in most countries, researchers relied on prior collaborations with school 
principals or teachers. Having already built a collaborative and trustful relation-
ship with certain teachers who were highly motivated in participating in the study 
meant that the school principals were also more easily persuaded on the value of 
getting on board. Secondly, and in addition to or as an alternative to prior collabo-
rations, researchers pursued more institutional pathways. This includes contacting a 
researcher responsible for a given school district, who has strong relationships with 
both schools and local authorities (Finland), representatives from the city councils, 
who contacted schools and organized a first collective meeting with all the schools 
interested in taking part in the study (Portugal), and a formal endorsement of the 
project from the city council in order to approach schools where no prior collabora-
tion existed with an institutional support (Italy). All survey partners acknowledge 
that prior collaboration with schools facilitated both the first contact and the fol-
lowing collaboration. From the countries’ school response rates (Table 1) it seems 
that professional and official networks linking research, schools and local adminis-
tration (as in Finland and Portugal) were most helpful for recruiting schools.

Negotiating access required multiple contacts with different levels of authority 
in the school, including online meetings with the principal, the teachers, and, some-
times, parents aimed at presenting the projects and highlighting the benefits for the 
school and the children in taking part in the study. Depending on the size of the 
school and the role of the first contact within the school’s organizational structure, 
the contact person remained the school principal themselves, taking on the orga-
nization of the project directly, or teachers with key responsibilities (for example, 
teachers responsible for the digital citizenship curriculum or cyber-bullying preven-
tion). In some schools, the responsibility to support the organization of the survey 
was delegated to the IT specialists, e.g., for remote learning platforms and sessions 
(Estonia), or to school counsellors and psychologists (Poland). Survey partners 
agreed that the commitment of teachers was crucial to the success of the survey, as 
the teachers mediated the information flow from researchers to children and their 
parents and could support the sensitive and problematic process of getting parental 
consent. Supportive teachers would also help researchers to deal with logistical and 
other unforeseen problems which might emerge during data collection (including 
when students needed extra-time to fill in the survey).

Consistent with the literature on recruitment and collaboration with schools, 
therefore, our experiences point to the importance of motivating the school princi-
pal, teachers and parents with a “take and give” approach (Madge et al., 2012). In 
many cases, the topic of the survey itself – digital skills, online risks and children’s 
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wellbeing – represented a major source of motivation for schools. For example, 
Finnish researchers agreed with their contacts that the information produced by 
ySKILLS would integrate, or partly replace, the cities’ own annual measurements 
of pupils/school wellbeing, etc. In Italy, since the National Plan for Digital Educa-
tion implemented in 2015 introduced compulsory digital citizenship education at 
all levels and curricula, teachers would integrate the survey into digital citizenship 
education activities.

Researchers promised concrete benefits to the participating schools, includ-
ing school-specific feedback on each wave’s findings, training sessions for teachers 
and school staff, and awareness initiatives for parents. The possibility of using the 
“ySKILLS quiz” as well as another research instrument developed in the project 
in the future, namely the “performance test”, as educational tools for the develop-
ment of digital skills, also contributed to ensuring the school’s commitment to the 
project. Incentive strategies may further increase participation (McGonagle, 2020), 
but since EU regulations did not allow remunerating schools with tangible gifts, 
we partially compensated this by distributing symbolic gifts such as appreciation 
certificates for the students, personal appreciation letters to the school principals, 
teachers, and staff who assisted in the fieldwork, and ySKILLS banners which 
schools could place on their websites.

While persuading schools to get on board presented a major challenge in each 
country, researchers reported high support from their contact persons in schools, 
even if the fieldwork meant additional administrative work for teachers, principals 
and other staff. Obtaining parental consent, organizing the data collection in order 
to minimize disruptions of ordinary teaching activities, and preparation of the list 
of nicknames necessary for network data collection required a huge effort on their 
part.

Problems with Obtaining Parents’ Informed Consent 

In planning the longitudinal survey of the ySKILLS project, we initially aimed 
at obtaining the participating students’ informed assent and informed consent of 
one of their parents or legal representatives in all six survey countries. Based on 
this condition, the clearance from the Social and Societal Ethics Committee of 
KU Leuven was obtained for the whole project and for the longitudinal survey. As 
a general principle, the Board of the Ethics Committee discourages passive (opt-
out) consent procedures (Application Dossier Social and Societal Ethics Commit-
tee, 2020, p. 7); however, they do not exclude passive informed consent procedures 
under certain circumstances. 

The project team developed information and consent forms for students and 
parents, providing, inter alia, detailed information about linking the data across 
the three waves and the pseudonymization process (the code system) in place to 
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lessen the participants’ and their parents’ concerns.  Furthermore, contact informa-
tion of national researchers was provided and it was pointed out that consent can 
be withdrawn anytime without further explanation. The information and consent 
forms were prepared by the national project teams based on the specific national 
regulations (e.g., providing national legal contact information). Due to the length 
of the questionnaire (it was designed for a full teaching unit of 45–50 min), we did 
not attach it to the information and consent forms. Instead, parents and students 
were informed that the questionnaire is available at the schools on approval ahead 
of time. 

According to the national regulations regarding the age of consent (Table 2), 
both child and parental consent had to be asked for in all grades (involving 12- to 
15-year-old students) in three survey countries (Italy, Poland, and Portugal). In the 
other three countries, the older students (aged at least 14 in Germany, and at least 15 
in Estonia and Finland) could give consent themselves. In Germany, the research-
ers communicated with parents by class or grade levels (via teachers) which made it 
feasible to ask for parental consent only in grades 6–8. In Estonia and Finland, the 
researchers could communicate with parents only via the schools’ online systems, 
and parental consent was asked in all grades to streamline research and to simplify 
the procedure for schools.

Regarding the form of the parental consent procedure (Table 2), national and/
or school regulations required obtaining active parental consent in five countries. 
In Estonia, the form of parental consent (active or passive) is not explicitly stated in 
regulations, and research practices vary. In the ySKILLS survey research practice, 
the country teams started by asking active parental consent via different, mostly 
online, channels (Table 2). Estonian schools, for example, were on distance learn-
ing mode at the beginning of the data collection, and parents could be reached only 
via online communication platforms. The initial endeavor of obtaining active writ-
ten consent from parents through such platforms resulted in a very low response 
rate (26% in one school) as most parents were exhausted by online communica-
tion and/or indifferent or not used to consent actively online. The Estonian team 
decided to follow the suggestion by some schools to switch to passive parental con-
sent which is a common and culturally accepted practice in the country context (for 
more details see Kalmus et al., 2022). Other countries stuck to the form of active 
consent procedure, as this was also required by schools’ administrators, possibly 
reflecting a “free of troubles” line of thought (cf. Liu et al., 2017), or by national 
regulations (as is the case in Germany).

The requirement of active parental consent not only challenged the implemen-
tation of field work but also involved ethical problems and raised questions of how 
to solve them, as the following quote from the expert interviews illustrates: 

“Unexpectedly for researchers, obtaining parental consent via online channels 
sometimes accidentally excluded the child from the teacher-parent communi-
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cation on this matter. A few children, unaware of their parent’s refusal, turned 
up in online sessions, willing to participate in the survey. This raised an ethi-
cal dilemma about respecting the child’s rights and dignity versus parental 
will. Teachers and researchers tried to solve those cases as discreetly as pos-
sible, e.g., by letting the child fill in the survey and deleting the data later.” 
(Estonian expert)

Following the active consent requirement in the research practice brought fur-
ther problems. In several countries, the response rate was very low (e.g., 38.1% in 
Finland) as many parents did not give their consent (most of them simply did not 
respond via the schools’ online systems) (Table 2). In Italy and Portugal, parental 
non-consent ranged between 90% and 100% in some school classes, and in Poland, 
two schools had to withdraw from the survey due to the low parental consent rate. 
The low response rate added to the problems with scheduling data collection units 
as described in the previous section and led to the need to recruit new schools for 
the survey and to partially postpone fieldwork in two countries (Italy and Poland).

Table 2 provides an overview of our actual research practices regarding paren-
tal consent across the six countries:

Table 2	 Parental consent (ySKILLS survey 2021)

Country Age-related 
requirements

Active vs pas-
sive in national 

regulations

Form of  
procedure Rejection rate

Students’  
response 

rate

Estonia < 15 years  
(grades 6–8); was 
asked in all grades

Unspecified Active and  
passive, via on-
line channels

5% (actively) 74.9%

Finland Grades 6–8;  
was asked in all 

grades

Active required Active, via 
online system / 

paper 

62% (parent 
+ child; 11% 
actively; 51% 

passively)

38.1%

Germany < 14 years  
(grades 6–8)

Active required Active, via 
online system / 
email / paper

11% 79.9%

Italy All grades (6–9) Active required 
by schools

Active, via 
online forms 
/ platform / 

email

45% (90% in 
some classes); 
fieldwork post-

poned

50.2%

Poland All grades (6–9) Active required 
by schools

Active, 
organized by 

schools

7%; 2 schools 
withdrew; field-
work postponed

69.9%

Portugal All grades (7–10) Active required Active, on 
paper

39% (two class-
es collectively)

61.7%
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Discussion
Collaboration with Schools in Times of the COVID-19 Pandemic

While the challenges of collaborating with schools have already been documented 
in the literature on doing research with children and young people (Madge et 
al., 2012; Mishna et al., 2012; Rice et al., 2007), the COVID-19 pandemic added 
an additional layer of complexity. Indeed, schools were cautious of starting new 
projects and collaborating in an uncertain and rapidly changing situation, where 
moments of full remote learning were followed by equally complex periods of 
hybrid teaching. Although the first wave of data collection took place in the second 
year of the pandemic, schools were still facing high degrees of uncertainty and had 
to switch teaching modes several times during the school year. For example, when 
schools were approached in Italy at the beginning of 2021, students were taught 
in a classroom setting, but all grades switched to remote schooling in March for 
four consecutive weeks. Such uncertainties had repercussions on both the fieldwork 
schedule and school’s willingness to cooperate.

Therefore, recruiting and collaborating with schools under such circumstances 
required additional background preparation. Some national survey teams had to 
increase the number of team members in order to carry out the data collection. 
Others had to invest more working hours into fieldwork preparation than expected. 
Moreover, national teams had to approach more schools in order to reach the agreed 
sample size. These challenges have also had implications for the research findings. 
As explained above, partners adopted various strategies to ensure collecting a (even 
if not a representative) diverse and inclusive sample. In the face of (at times last 
minute) refusals from the selected schools to participate in the survey, additional 
schools had to be recruited. Thereby it was not always possible to strictly follow the 
original country-specific selection criteria (above all, regarding SES). Furthermore, 
in two countries data collection had to be postponed to a later stage (to the begin-
ning of the following academic year) which might cause problems of comparability 
and interpretation. 

Active Parental Consent and Implications for Data Quality 
and Interpretation

Problems with obtaining active parental consent have direct implications for 
research outcomes. It is probable that some systematic sampling biases result from 
the non-random selection of students for the study, by which some segments of the 
student population are over-represented while others are under-represented (see Liu 
et al., 2017). In our survey, for instance, the parental consent rate was highest in 
a religious school in Italy (with 98–100% of students per class). Also, variation in 
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the form of parental consent procedures and rejection rates between the countries 
needs to be analyzed and considered in the interpretation of findings. In the context 
of the Open Access Data policy, this means that in order to avoid misinterpreta-
tions, secondary analyses of the data collected under such complex and nationally 
varying circumstances cannot be encouraged without proper awareness and consid-
eration of all contextual factors.

Our experiences also have some wider political implications. Firstly, we should 
keep in mind that participation in social research is more than just being a “data 
subject”; it is also a way and opportunity for expressing one’s opinions and prefer-
ences, and exercising voice, agency, and power (Houghton, 2018). Therefore, the 
requirement of active parental consent procedure may conflict with children’s civic 
rights, tending to discriminate against more vulnerable children. Furthermore, the 
requirement of active parental consent may result in biased samples and unreliable 
research findings, which, in turn, lead to inadequate policy recommendations that, 
again, are more likely to be inconsiderate of the concerns and needs of more vul-
nerable groups (Anderman et al., 1995).

We need to assume that the ethical dilemma concerning active parental con-
sent and children’s rights has become more acute in the “post-truth” and “(post)-
pandemic” society. While on the global level general trust in science has risen 
during the COVID-19 pandemic, considerable differences in trust levels between 
the world’s regions and social groups exist (Wellcome, 2020). For instance, in the 
United States, confidence in scientists is significantly stronger among Democrats 
and those with high self-evaluated science knowledge (Pew Research Center, 2019). 
Thus, we may assume that the attitudes of parents towards science and hence, 
their children’s participation in research, may be diverse, perhaps even polarized. 
Therefore, considering the transforming information and political environment, the 
stakeholders in social research should revisit the ethical requirements concerning 
active parental consent and make efforts to enhance what we call “research lit-
eracy” – a set of knowledge and attitudes necessary for informed and active par-
ticipation in scientific research – as an important new dimension of students’ and 
parents’ active citizenship.

Conclusions and Recommendations
Our experience has challenged the idea that school-based surveys are a more effec-
tive and less time-consuming way to collect data about and from children. While 
our response rates were still better than what could have been expected from col-
lecting data from 12- to 15-year-olds in non-school-based surveys (e.g., with quota 
samples), the efforts for the researchers were higher than expected, calculated and 
budgeted for in the project. We conclude that, in order to reduce non-response 
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and non-response biases, (school-based) surveys benefit from data collection by 
the researchers but require appropriate time and personnel resources. Taking into 
account our longitudinal approach which means aiming at surveying the same 
sample over three years, we assume, however, that for minimizing non-response 
and sampling biases in wave 2 and 3, collaborating with schools promises best 
outcomes.

We were able to identify the following preconditions and facilitating factors for 
a successful recruitment process and fruitful collaboration with schools: 1) personal 
contacts with school principal or teachers prior to the project, 2) existing profes-
sional networks between schools, local administration and research, 3) committed 
principals and teachers, 4) measures for increasing parental consent, 5) respecting 
the school calendar and school events, 6) a school-relevant topic of research (such 
as digital skills which is in line with general national educational programs), and  
7) further benefits for the schools (such as educational tools). Schools are unlikely 
to take part in the research if they do not find it worthwhile and feasible. However, 
this judgement is contingent upon a number of conditions: it may be that some 
teachers find the research topic of particular interest to them personally; alterna-
tively, the research topic could fill in a gap in the curriculum or help teachers plan 
innovations in the curriculum. While it has its costs, nonetheless, the researchers-
schools collaboration can be mutually beneficial: researchers can get access to the 
same group of children over years with less drop-outs, while offering support in 
forms of teacher training, and/or meetings with teachers and parents to present the 
initial findings and issues that concern them most (e.g., cyber-bullying, etc.).

We found that active parental consent as required by national and/or univer-
sity regulations in many countries is problematic regarding ethical concerns about 
children’s rights to express their own views (cf. The United Nations, 1989) and an 
assumed non-response bias, i.e., socially disadvantaged children and adolescents 
seem to be more likely to be excluded from participation in the survey. Therefore, 
a flexible, culture- and context-sensitive approach is needed to enable weighing the 
pros and cons of active parental consent procedures against the aims, focus and 
methods of each study. In school-based social research, it is sufficient to rely on 
one main gatekeeper (for instance, the school), parents’ passive consent and adoles-
cents’ own informed consent.

For data analysis, it is important to consider possible limitations due to exclu-
sions of students if their parents did not allow them to participate in the survey. 
Whether and in which ways such a sample bias limits the meaningfulness of data 
depends on the research questions. Assuming that children whose parents were 
skeptical about scientific research and considering that the majority of the excluded 
children were from lower SES backgrounds, leads to consider that the children 
excluded by parental non-consent might have fewer digital skills than the aver-
age of those participating (cf. Paus-Hasebrink et al., 2019). This means that the 
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bias based on parental consent might be a relevant limitation in certain aspects of 
ySKILLS data analysis. 

This article, furthermore, contributes to and complements the literature about 
the challenges of doing research in the context of a pandemic. While some research 
has addressed the ways in which COVID-19 restrictions shaped the research pro-
cess by focusing on the design of the survey instrument (Dales & Kottman, 2021), 
we focused on the process of data collection and the challenges of collaborating 
with schools and obtaining parental consent. The challenges caused by the COVID-
19 pandemic have affected the process of conducting this school survey and social 
distancing rules and restrictions that led to the temporary closure of schools added 
to the usual complexities of doing survey research in schools. In pre-pandemic 
times, schools were already over-exploited in a research context. During the pan-
demic, teachers and staff, but also parents experienced an increasing amount of 
communicative activity and administrative work (Beilmann et al., 2023). The high 
rejection rates of parents in our study can be related to the COVID-19 situation to 
some extent. Further, COVID-19 related restrictions were implemented at slightly 
different times across Europe, adding an additional layer of complexity to the usual 
challenges involved in doing cross-cultural research. For example, due to problems 
with recruiting schools and students (including supportive parents), data collection 
had to be postponed in two countries, which might affect comparability and com-
plicate interpretation. In summary, however, doing research under the COVID-19 
pandemic provided valuable lessons in terms of increasing the resilience of all par-
ties (including the young participants themselves), and improving methodological 
reflexivity as well as creativity. Therefore, although the circumstances were excep-
tional under many respects, we believe the lessons learned from this project can 
be extended to doing fieldwork in schools increasingly overburdened with research 
and bureaucratic demands. 

For research policy and future studies employing school surveys, we provide 
the following seven ethical and practical recommendations.
(1) In designing or reconsidering ethics regulations, setting the age of consent for 

social science research should be consistent with the evolving capacities of 
children to enable them to express their views freely (in accordance with the 
UN Convention on the Rights of the Child; The United Nations, 1989);

(2) Asking for active parental consent, if not required by regulations, should be 
avoided to respect young people’s rights, agency, and dignity to the fullest;

(3) In cross-cultural studies, the country/regional context of research regulations 
and practices has to be taken into account when deciding on the mode of paren-
tal consent;
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(4) In the contexts where active parental consent in school surveys is obligatory, 
researchers have to consider that it can lead to a non-response bias and there-
fore should employ (well-prepared) practices to inform and encourage parents;

(5) The mode of communication when informing parents and asking their consent 
has to be technically accessible and convenient;

(6) Researchers have to negotiate carefully between providing students and parents 
as much information on the research and the data collection instruments as 
possible, and not producing an information overload;

(7) Researchers and educators should make efforts to enhance students’ and 
parents’ research literacy to encourage informed participation in social studies.  
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