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Do Falsifiers Leave Traces? 
Finding Recognizable Response Patterns 
in Interviewer Falsifications

Sandra Walzenbach
University of Konstanz

Abstract
Fraud by interviewers is a ubiquitous threat to data quality in survey practice, whenever 
face-to-face surveys are conducted. Particularly if interviewers use stereotypes about re-
spondents to fill in questionnaires, falsifications can limit the variety of possible answers, 
lead erroneously to significant correlations and distort survey results.

In addition to external control mechanisms to detect fraud (such as postcards or time 
stamps) more recent research has started to also consider internal indicators (such as the 
number of missing values or open answers) as a monitoring strategy. This latter approach 
relies on ex-post statistical analyses and implicitly assumes that falsifiers apply rational 
behavioral strategies which result in detectable response patterns. This study examines to 
what extent fieldwork monitoring can benefit from such approaches, by empirically assess-
ing how effective different indicators are at detecting known cases of fabrication.

In contrast to most previous research, which often relies on laboratory fabrications, this 
study uses authentic cases of detected interviewer fraud from a survey on the fairness of 
earnings conducted in Germany. The main goal of this study is to examine to what extent 
the falsifiers’ attempts to produce unsuspicious data led to recognizable response patterns. 
For this purpose, we test a wide range of indicators that could potentially identify falsifica-
tions: avoidance of extreme categories and open text-based answers, low rates of item-non-
response, strategic use of filter questions to shorten the questionnaire and non-compliance 
of responses to numeric questions with Benford‘s Law. Furthermore, we compare authentic 
and fabricated interviews according to their values on a social desirability scale and report 
results from an innovative trick question that was especially designed to detect falsifiers.

Keywords: interviewer falsification, interviewer fraud, interviewer effects, response pat-
terns, statistical methods, data quality
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Interviewer Falsifications as an Omnipresent but Seldomly 
Discussed Topic

Whenever interviewers are employed to collect survey data, researchers have to 
face the problem that their interviewers do not necessarily follow the same inter-
ests as they do. In fact, the interviewers‘ goals might even contradict the research-
ers‘ in many aspects (Winker 2016). While researchers are interested in unbiased 
data, ideally obtained from random samples with high response rates, interviewers 
might, in the worst case, aim to waste as little time as possible to conduct the nec-
essary amount of interviews. Delivering quality data might not be their primary 
concern. In his book on 19 years of professional experience as an interviewer, Dor-
roch reports how interviewers complete their daily tasks with the least investment 
of effort and time possible (Dorroch 1994). Apart from being a nightmare for every 
researcher, his narration clearly points out that, from an interviewer’s perspective, 
deviating from the interviewer guidelines and falsifying data can be a very benefi-
cial rational decision. 

Estimates of the actual amount of fabricated data in surveys vary to some 
extent, but most authors assume a share of between less than one and seven per-
cent (Finn & Ranchhod 2017; Koch 1995; Schräpler & Wagner 2003; Schnell 1991; 
Schreiner, Pennie, & Newbrough 1988), while some mention possible numbers of 
above 50 percent depending on the survey and its supervision capacities (De Haas 
& Winker 2016). 

Although data falsification is an omnipresent problem in survey research and 
sometimes even receives some attention in popular media (as in a prominent feature 
by the German Spiegel magazine in February 2018), little scientific literature has 
focused on the topic. This is particularly surprising because previous research has 
shown that fabricated data can systematically bias survey results: Schnell (1991) 
quantifies the potential threat of falsifications for data quality by varying the share 
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of (laboratory) fabrications in a data set. He concludes that a share of five percent 
hardly affects univariate analyses. Multivariate analyses, however, were much more 
susceptible to bias (also see Reuband 1990). This paper therefore aims to contribute 
to a debate that we consider necessary in order to find an adequate way of dealing 
with falsification by interviewers.

Survey agencies and researchers usually apply a variety of monitoring strat-
egies to deal with potential interviewer fraud (AAPOR 2003; Murphy, Biemer, 
Stringer, Thissen, Day, & Hsieh 2016). For our purposes, it is sufficient to distin-
guish between what we will call external and internal control mechanisms: 
 � External control mechanisms are external to the substantive answers in the ques-

tionnaire. Widely used techniques include recontacting respondents via postcard 
or phone call (e.g. Koch 1995: 91f), the storage of paradata such as time stamps 
to determine the length of an interview (e.g. Hood & Bushery 1997: 820f) or the 
number of conducted interviews per day (Bushery, Reichert, Albright, & Ros-
siter 1999: 317f) and the time gap between them. Some authors suggest that more 
experienced interviewers might use more sophisticated forms of falsifications 
(Schreiner et al. 1988), a consideration that leads Hood & Bushery (1997) to keep 
track of suspiciously high numbers of ineligible households that the interviewer 
might have misclassified to avoid hard-to-reach respondents. Less common but 
promising observational methods such as audio recordings or GPS tracking also 
belong to this category (Thissen 2014; Thissen & Myers 2016; Wagner, Olson, 
& Edgar 2017).

 � Internal control mechanisms refer to statistical ex-post analyses of the sub-
stantive answers from the questionnaire. In contrast to external control mecha-
nisms, the analysis of internal response patterns aims to develop a technique that 
can identify falsifications merely on the basis of the completed questionnaires 
themselves (e.g. Bredl, Winker, & Kötschau 2012; De Haas & Winker 2016; 
Kosyakova, Olbrich, Sakshaug, & Schwanhäuser 2019). This more controversial 
approach draws on rational choice theory and the assumption that the falsifier’s 
attempt to produce unobtrusive and unsuspicious data results in certain recog-
nizable response patterns. 

Internal control mechanisms are not meant to replace external checks. Rather, they 
are a cost-efficient supplement to external control mechanisms that can be useful to 
preselect suspicious interviewers for further, more targeted examination.
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Research Objective and Approach: Do Falsifiers Leave 
Traces?

So far there is no scientific consensus on a superior monitoring strategy to deal 
with interviewer fraud (Murphy et al. 2016). Instead there is a variety of coexist-
ing measures that either aim to prevent or retrospectively discover falsifications, 
particularly when it comes to internal control mechanisms, that is, indicators that 
are internal to the collected questionnaire data. Some authors have suggested prin-
cipal component analysis to examine similar response patterns on ordinal response 
scales (Blasius & Thiessen 2013) or cluster analyses that combine several statistical 
indicators to identify interviewers at risk (e.g. Bredl et al. 2012). However, these 
latter approaches often suffer from a high number of false positives, particularly in 
settings where the individual interviewers complete few interviews and the share 
of fraudulent interviewers is low (De Haas & Winker 2014; Storfinger & Winker 
2013) and no a priori restriction on the number of falsifiers is defined (De Haas & 
Winker 2016). In addition, it is unclear which indicators are best suited for cluster 
analyses (see Menold, Winker, Storfinger, & Kemper 2013 for a simulation study 
testing different combinations of indicators on a laboratory sample with 50% falsi-
fications).

As will be argued in more detail in the following section, the little research 
that empirically tests such indicators has produced somewhat contradictory results. 
This paper therefore focuses on statistical ex-post analyses of response patterns and 
examines to what extent the response patterns in fabricated data reflect the typi-
cally assumed ‘rational’ interviewer behavior that translates into detectable pecu-
liarities: Do falsifiers leave traces that make them identifiable?

We will empirically test five internal indicators using a survey on the fair-
ness of earnings in Germany. These data are particularly suitable for the present 
research, because they contain (at least) 44 authentic cases of interviewer fraud, 
which can be tested for typical response patterns. Apart from more conventional 
external control mechanisms, such as control postcards and time stamps (by which 
these falsifications were discovered), the questionnaire also contained a trick ques-
tion on the income inequality in Europe. This rather innovative attempt to identify 
falsifiers merely by their response patterns will be discussed in more detail later on. 

A major limitation of most previous studies on interviewer falsifications is that 
they rely on artificial laboratory experiments, in which arbitrarily chosen respon-
dents (often university students) are asked to fabricate data (for a recent exception 
see Schwanhäuser, Sakshaug, Kosyakova, & Kreuter 2020). It is a crucial advan-
tage that the data at hand allow us to analyze data from authentic interviewers with 
intentions to fake data in a real life situation. 
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Previous Research
Types of Interviewer Fraud

Generally, interviewer fraud is defined as an intentional deviation from the inter-
viewer guidelines (AAPOR 2003; Gwartney 2013). These deviations can occur at 
different steps of the interview process and vary in their degree of severity (for 
an extensive list see Murphy et al. 2016). The AAPOR (2003) talks about “a con-
tinuum of severity of falsification” (page 2). For the purpose of this study, milder 
forms of interviewer deviations such as rephrasing questions, failing to record ver-
batims or allowing refusal and item-nonresponse will not be discussed in more 
detail. Although focus group interviews among interviewers suggest that such 
minor deviations are the most common type of interviewer falsification (Nelson & 
Kiecker 1996), it can be hard to determine in an individual case if e.g. by rephras-
ing, an interviewer intended to help a respondent or to falsify data. 

Leaving minor interviewer deviations aside, Schnell (1991) distinguishes 
between three essential types of falsifications, into which most other classifications 
(e.g. AAPOR 2003; Schreiner et al. 1988) can be condensed:
 � complete falsifications, meaning that the interviewer fills in the whole question-

naire without contacting the designated respondent
 � partial falsifications, for which the interviewer collects some crucial informa-

tion, either directly from the respondent or from someone who knows him/her, 
in order to complete the remaining questions alone

 � cases in which the random procedure to select respondents is ignored, meaning 
that instead of the target subject someone else is interviewed or the eligibility of 
a potential hard-to-reach respondent is misreported

The three types of interviewer fraud differ in two aspects: In how demanding it is 
(for the interviewer) to produce them and in how demanding it is (for the researcher) 
to detect them (Schnell 1991: 27-29). This last distinction is crucial for this paper 
insofar as falsifications that ignore the random selection process are impossible to 
discover solely by means of statistical ex-post analyses of the data. Real respon-
dents will produce unsuspicious response patterns no matter if they were part of the 
random sample or not. Hints for this specific kind of fraud can only be gained with 
the aid of external control mechanisms. As a consequence, the approach presented 
here will only be helpful for the identification of certain types of falsifications. At 
the same time, the analyses of response patterns cannot be - and do not intend to 
be - a replacement for external control mechanisms but a first step to identify suspi-
cious cases. Moreover, partial falsifications will be harder to identify than complete 
falsifications. For partial falsifications, detection will be easier to accomplish the 
larger the falsified fraction of questions within an interview (De Haas & Winker 
2014).
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Interviewer Fraud as a Rational Behavior

Fraud can be considered the result of a rational decision process, in which the inter-
viewers react to the situational circumstances they encounter. According to sub-
jective expected utility theory (Kroneberg & Kalter 2012; Esser 1999: 247-275), a 
wide version of rational choice theory, such a decision process is a function of the 
following factors:
 � the alternative actions to choose from
 � the subjective utilities associated with these alternatives
 � the costs associated with each alternative
 � the perceived probability that an action can actually be carried out and thus 

leads to the expected utility

The worst case scenario from a researcher’s perspective would be an interviewer 
who aims to complete the job in as little time and with as little effort as possible. 
In line with theoretical assumptions, the respective survey literature has identified 
a variety of circumstances that might make fraud more likely. Gwartney (2013) 
argues that “calculating cynics” (page 203) who fake frequently and systematically 
are rare in practice. She believes that most interviewers rather fake occasionally, 
when their ethics break down in difficult situations. However, she acknowledges 
that the interviewers’ working environment can strongly encourage them to deviate 
from instructions. Already decades ago, Crespi (1945) argued that researchers and 
survey agencies can change the “demoralising” circumstances, in which interview-
ers make their decisions. Similarly, Koch pointed out in the 1990s that it would be 
wrong to solely blame the interviewers. He considered defective interviewer train-
ing, long and poorly designed questionnaires, and meagre salaries a part of the 
problem (Koch 1995: 102). Gwartney (2013) adds complicated sampling procedures 
and software, performance and deadline pressures, and a lack of appreciation and 
support from fieldwork agencies to the list. Interesting empirical evidence for these 
problems is provided by a qualitative study among interviewers (Nelson & Kiecker 
1996) and a field experiment that manipulates the interviewers’ working conditions 
(Menold, Landrock, Winker, Pellner, & Kemper 2018). In addition, some recent 
work highlights the importance of work ethics and moral values which should be 
articulated by researchers and supervisory staff (AAPOR 2003; Gwartney 2013; 
Murphy et al. 2016).

Empirical Evidence on Suspicious Response Patterns

It has been suggested that interviewers do not only act rationally when they make 
the decision to (or not to) falsify, but also while they are trying to produce unsus-
picious data: “Interviewers who falsify will try to keep it simple and fabricate a 
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minimum of falsified data” (Hood & Bushery 1997: 820). If this is the case, faked 
data would show statistically detectable differences to properly completed ques-
tionnaires. The underlying question is how interviewers fabricate, that is, which 
typical response patterns make them identifiable by statistical analyses. When dis-
cussing the issue, researchers commonly refer to the same response patterns in line 
with the assumption of a rationally acting falsifier. The empirical evidence on these 
response patterns, however, is far from conclusive. Results from different studies 
are often inconsistent and sometimes clearly contradictory. 

The response patterns that are typically expected from falsifiers will now be 
discussed in more detail, referring to previous studies that tested or used such pat-
terns as indicators for fraud. The aim of the following section is twofold: It will 
introduce the internal indicators that will be empirically tested later on and it gives 
a first rough impression about how the indicators performed in fraud detection in 
the literature to date. 

Nonconformity with Benford’s Law (1)
Benford’s Law implies that multi-digit numbers are more likely to start with a small 
than with a high digit (Benford 1938, Diekmann & Jann 2010). The frequency that 
a is the first digit in multi-digit numbers follows the distribution:
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As Graph 1 shows, the first digit is one in approximately 30% of all numbers. With 
each next higher digit, the values continue to decrease. 

  Graph 1 Frequency of first place digits according to Benford’s Law

As Graph 1 shows, the first digit is one in approximately 30% of all numbers. With 
each next higher digit, the values continue to decrease. 

  Graph 1 Frequency of first place digits according to Benford’s Law
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What makes Benford’s Law a potentially helpful tool for fraud detection is that 
it is perceived as “quite counterintuitive” (Nigrini 1999): Falsifiers should expect 
equal frequencies for all possible first digits in a number. Based on this assumption, 
Benford’s Law has not only been used for fraud detection in survey data but also 
in regression coefficients of journal publications (Bauer & Gross 2011; Diekmann 
2007). The extent to which values comply with Benford’s Law is then assessed by a 
chi-squared test, measuring the difference between the observed and the expected 
distribution.

Various studies examine monetary values to identify falsifiers in the German 
Socio-Economic Panel (GSOEP): While Schäfer, Schräpler, Müller, & Wagner 
(2005) and Schräpler (2011) are mildly positive about their results, Schräpler & 
Wagner (2003) describe the method as “not efficient”. Interestingly, they extend 
the analysis to the second digit distribution, which does not bring about convincing 
results. Also the true data contains far too many zeros due to rounding errors. A 
similar problem leads Porras and English (2004) to successfully test different vari-
ants of Benford’s Law, including one that excludes the digit 5. Bredl et al. (2012) 
come to the conclusion that their falsifiers diverge more from Benford’s Law than 
real respondents, although the difference is not very big. All in all, empirical evi-
dence is mixed. Nonetheless, Benford’s law is often simply assumed in scientific 
studies and used as an adequate means of detecting fraud, without verifying that, 
on the one hand, the real data follow the distribution and, on the other hand, that the 
falsifications do not (Diekmann & Jann 2010: 398).

Avoiding extreme categories (2)
It is usually assumed that falsifiers avoid the more obtrusive extreme categories in 
ordinal response scales, leading to smaller variances in faked data. Most empirical 
studies seem to find such differences in either the number of extreme categories 
or variances (e.g. Bredl et al. 2012; Kemper & Menold 2014; Schäfer et al. 2005). 
However, there are some exceptions: Menold & Kemper (2014) report inconsistent 
results and Schnell (1991) cannot find any effect, although he theoretically argues 
that falsifiers should generally underestimate the heterogeneity of respondents.

Strategic use of filter questions to shorten questionnaire (3)
An empirically rather uncontested hypothesis is that falsifiers make use of their 
knowledge about the filter branches in a questionnaire to find the shortest and easi-
est way through it (Menold & Kemper 2014; Brüderl, Huyer-May, & Schmiedeberg 
2013; Josten & Trappmann 2016). In other words, it should be a promising strat-
egy to take a closer look at the answers that interviewers gave to “gate questions” 
(Weinauer 2019), that is, questions that result in a list of follow-up questions. Alter-
natively, the number of inapplicable questions can be examined.
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Avoiding item-nonresponse (4)
For the remaining questions that cannot be avoided by filter questions, contrast-
ingly, it is believed that falsifiers provide answers more consistently throughout the 
questionnaire than real respondents because they do not want to raise suspicion. 
They hence should produce less item-nonresponse. Bredl et al. (2012) confirm this 
empirically, while Schnell (1991) finds the opposite effect.

Avoiding open answers (5)
Another common idea is that falsifiers should avoid open answers. This makes 
sense from a rational choice perspective: On the one hand because fictitious answers 
might be easily detected and on the other hand because it is comparatively burden-
some and time-consuming to invent and write down a plausible answer. Empiri-
cally, things seem less clear: While Bredl et al. (2012) find fewer “other”-answers in 
their falsifications, Menold & Kemper (2014) come to opposite conclusions. 

Hypotheses
After discussing these most common internal indicators, in the light of rational 
choice theory and with respect to prior findings from previous research, the sub-
sequent part of this paper will subject the indicators to an empirical test. If the 
traditional assumptions of rational behavior hold, we generally expect to see the 
following response patterns in falsified data:
Compared to authentic respondents, …
1) … falsifiers violate Benford’s Law when they report numbers.
2) … falsifiers choose fewer extreme categories on ordinal response scales.
3) … falsifiers use filter branches to shorten the questionnaire.
4) … falsifiers produce less item-nonresponse within their filter path.
5) … falsifiers give fewer open answers.

Trick question (6)
Apart from these rather commonly used indicators, we will also empirically test 
an unconventional approach to fraud detection, namely, a trick question which was 
deliberately designed and implemented as a potential method to identify fraud in 
this specific survey (for a different approach to trick questions where respondents 
are asked about fictitious words or newspapers, see Ziegler, Kemper, & Rammstedt 
2013; or Menold & Kemper 2014; Winker, Kruse, Menold, & Landrock 2015 for 
implementations).
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Respondents were asked for the European country with the highest income 
inequality. However, on their training, interviewers received false information 
about likely responses. As a consequence, we would expect falsifiers to avoid the 
presumably rare true answer “Portugal”, while unsuspicious Eastern European 
countries should be mentioned more often than in real interviews. 
These considerations result in the following additional hypotheses:
6a) … falsifiers avoid the presumably rare true answer “Portugal”.
6b) … falsifiers overestimate the share of mentioned Eastern European countries.

More details on the trick question are provided in the section on data and methods.

Data and Methods
To test the potential of the discussed indicators for fraud detection, we use data 
from a cross-sectional survey on the fairness of earnings, in which authentic cases 
of fraud were detected during fieldwork. The survey was part of the project “The 
factorial survey as a method for measuring attitudes in population surveys”, funded 
by the German Research Foundation (DFG). The questionnaire contained single-
item and vignette questions on income-related fairness perceptions, some knowl-
edge questions about income and labour in Germany, information on the respon-
dent’s own income, occupation and working environment, as well as questions on 
the respondent’s socio-demographic background and a social desirability scale. All 
in all, the questionnaire was of moderate length: 70% of face-to-face respondents 
completed the questionnaire in 20 to 30 minutes.

The survey was conducted nationwide among the residential population of 
Germany aged 18+. In about 50% of cases, data were collected by interviewers 
in computer-assisted face-to-face interviews (CAPI). The sampling strategy com-
prised the random selection of 129 sample points throughout Germany, a random 
route procedure and a Kish–selection grid. The other half of respondents was 
recruited via telephone by means of random digit dialing in combination with a 
Kish-selection grid. This group completed a self-administered paper or online ques-
tionnaire (PAPI/CAWI). Since there was no possibility for interviewer falsification 
in the self-administered sample, the present project focuses on the 821 interviews 
conducted in the face-to-face setting. The 803 self-administered questionnaires are 
only occasionally mentioned for purposes of comparison.

The fieldwork monitoring comprised a range of external control mechanisms: 
In a first step, re-contact via postcard and paradata of interview time and duration 
were used to identify suspicious cases. In a second step, the suspicious cases were 
subjected to repeated contact attempts by telephone and follow-up checks of the 
random route. This process identified 44 falsifications. These falsifications were 
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admitted by the interviewers and consequentially deleted in consultation with the 
survey agency. 

Fraud occurred in ten different sample points, seven of which were completely 
and three partially removed from the official data set. Since interviewer character-
istics were not made available for the faked data, we need to make the (reasonable) 
assumption that each sample point was assigned to one interviewer in order to cor-
rect for clustered standard errors in the significance tests throughout the empirical 
analyses of this paper. If this assumption is true, the faked data were produced by 
ten different falsifiers. Out of these, seven interviewers falsified all of their work 
(five to seven interviews), while three only falsified one or two of their interviews.1 
To capture this pattern adequately and allow for the fact that interviewers have not 
necessarily faked all of their assigned interviews, the subsequent analyses will be 
carried out on the interview level. Looking at the existing literature on interviewer 
falsifications, this is a somewhat unusual approach. However, it best reflects the 
nature of our data and accounts for the fact that the number of conducted interviews 
per interviewer is too small to run reliable analyses at the interviewer level.

With regard to the explanatory variables, indicators are generally obtained 
by summing up over all available questions and separately for each interview. Put 
concretely, this is done for the first and second digits of the monetary values, the 
extreme categories on ordinal scales, inapplicable questions, missing values in 
mandatory questions, and the prevalence of open answers. We will use all of these 
internal indicators to compare real and fake interviews in order to obtain informa-
tion on the extent to which falsifiers leave detectable traces within questionnaires. 
First, this will be done by descriptive comparisons between the two groups (page 
13-20). The statistical tests reported for the indicators 2 to 6 are tests for mean 
comparisons, Somers’D or tests of proportions dependent on the variable’s level 
of measurement. All of them use cluster-robust standard errors to account for the 
fact that interviews are nested within interviewers. In a second step, multivariate 
analyses are presented. In a logistic regression model, in which the dependent vari-
able indicates whether an interview was actually conducted or fabricated, we will 
assess the relative importance of the explanatory variables and identify the most 
promising indicators for fraud detection. Again, cluster-robust standard errors are 
applied to account for the fact that observations are not independent but nested 
within interviewers.

1 Apart from one exception, falsifiers had a workload of five to seven interviews per 
interviewer. There is one falsifier with a workload of 13 interviews who falsified one 
of them. On average, unsuspicious interviewers completed more, that is, 12 interviews. 
For unsuspicious interviewers, numbers ranged from two to 28 interviews per inter-
viewer.
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Before moving on to the results, the remaining part of this subsection will pro-
vide more details on the concrete survey questions that the individual explanatory 
indicators rely on. The full question wording is provided in Appendix B.
 � Nonconformity with Benford’s Law (1)

The questionnaire contained five monetary variables that can be checked for 
their compliance with Benford’s Law: The estimated average monthly gross 
income for a full position in Germany, the respondent’s own monthly gross 
income, the own gross income that the respondent would perceive as fair, the 
net household income per month and the household income necessary to pay for 
recurring expenses. For all of these items, respondents were asked to provide 
an open answer. While the available number of numeric values is too small to 
conduct analyses at the level of individual interviews or interviewers, comparing 
the real and the faked data as a whole can produce valuable insights concerning 
the usability of the Benford distribution for fraud detection.

 � Avoiding extreme categories (2)
To examine the shares of extreme response categories, we use two item bat-
teries with 7-point Likert response scales. These questions were answered by 
all respondents, that is, they could not be inapplicable. In the first item battery, 
respondents were asked to evaluate to which extent certain person characteris-
tics should have an impact on an employee’s fair gross income. This task was 
completed for eleven different characteristics (e.g. sex and education) using an 
ordinal scale ranging from 0 (“not important at all”) to 6 (“very important”). 
This item battery is followed by a social desirability scale, in which the respon-
dents assessed their own personality on the basis of six statements that they 
evaluated on a scale from 0 (“not applicable at all”) to 6 (“fully applicable”). 
Graph 3 shows the frequency of each response category for real and fabricated 
interviews across all 17 items.

 � Strategic use of filter questions to shorten questionnaire (3)
Twenty of the survey questions can in principle be skipped due to filters. A falsi-
fier who knows the questionnaire could answer the filter questions strategically 
to shorten the questionnaire, resulting in higher numbers of inapplicable ques-
tions within filter paths. 

 � Avoiding item-nonresponse (4)
There were 43 closed-ended questions that were mandatory for every respondent 
and could be subjected to an examination of item-nonresponse. The respective 
indicator consists of the sum of missing values in these questions.

 � Avoiding open answers (5)
There are seven open answers in the questionnaire that can be used to test 
hypothesis 5. Three of them are open questions in the stricter sense of the word, 
namely the job title and description of the respondent’s current (or last) occu-
pation, a feedback question at the end of the questionnaire and a trick ques-
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tion on the European country with the highest income inequality (which we 
will come back to in in the results section). Apart from that, there were seven 
occasions in which respondents could specify additional options (“other, please 
specify:_________________”). This was possible for their current occupation, 
their main place of residence since birth, the sources of their household income, 
their party preference, their partner’s occupation, their highest educational 
degree, and their vocational qualifications. However, the latter three were not 
used by any respondent. We are hence left with seven potential open answers to 
analyze. For the descriptive analyses, the overall number of open answers serves 
as an indicator. For the regression model, we distinguish between completely 
open questions and text fields, where respondents could specify “other” options. 

 � Trick question (6)
Implementing a trick question was an innovative attempt to detect fraudulent 
data in the setting of this specific survey. As part of an item battery that mea-
sured the respondents’ general knowledge of the survey topic, they were asked 
for the European country with the highest income inequality. In the training that 
all the interviewers underwent before the fieldwork period, interviewers were 
informed about the right answer (which was Portugal at the time). However, they 
were also told that only experts know this and that respondents would usually 
guess an „Eastern European country such as Poland or Romania“ (Sauer, Aus-
purg, Hinz, & Liebig 2010: 79). We will use the answer to the trick question to 
examine if such a trick question is helpful to detect fraud. This would be the 
case if falsifiers were more likely then real respondents to provide a presumably 
unsuspicious country, while avoiding the true but presumably rare answer. 

Results
Benford’s Law

Graph 2 compares the theoretically expected Benford distribution (curves) and the 
observed distribution (bars) separately for the first and the second digit and the real 
and the faked interviews (see Graph A1 in the appendix for the digit distributions in 
the self-administered survey modes).

A first obvious result is that there are considerable deviations from Benford’s 
Law for certain digits in all four subgroups. Looking at the first digit of the real 
data, it is noticeable that the digits one to three are overrepresented compared to 
Benford’s predictions, while the digits four to nine fall short of the expected per-
centages. Especially for numbers beginning with the digit two, the observed and 
expected values diverge strongly, with a difference of almost 15 percentage points. 
A look at the first digit distribution of the fabricated interviews reveals a similar 
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picture. The percentage of monetary values that begin with the digit two is even 
larger than in the real interviews: the observed value is 41% (and thus nine percent-
age points higher than in the case of the real interviews), while Benford’s expecta-
tion would range just under 18%. The probability for an initial digit one, on the 
other hand, is six percentage points below the 30% predicted by Benford.

For the second digit distribution, we find clearly elevated shares of zeros and 
fives: In the real data, the probability of observing these digits is 14 and 11 percent-
age points higher than expected, in the fabricated data it is 21 and 14 percentage 
points above Benford’s prediction. In line with the findings documented by some of 
the previous studies on Benford’s second digit (Porras & English 2004; Schräpler & 
Wagner 2003; Winker et al. 2015), this is clear evidence for rounding. Interestingly, 
this tendency is slightly more pronounced in the fabricated interviews (although the 
difference is not statistically significant).

To sum up, neither the authentic nor the fraudulent data followed Benford’s 
Law. Accordingly, chi-squared tests lead to a clear rejection of the hypothesis that 
the observed data follows Benford’s distribution for the four subgroups. 

Judging from this finding, we would advise studies with a higher workload per 
interviewer to consider taking an alternative approach: Instead of comparing fal-

Benford’s Law  
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Graph 2 Compliance with Benford’s Law 
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sifications to Benford’s Law, each indiviudal interviewers’ numerical values could 
be compared to the empirical sample distribution (as suggested by Swanson, Cho, 
& Eltinge 2003; Winker 2016). Considering the small number of interviews per 
interviewer in this data set, we will refrain from looking further into such analyses 
on the interviewer level.

Extreme Categories on ordinal response scales

As Graph 3 shows, the average number of extreme categories is much lower in the 
faked data than it is for real interviews. This is true both for the lowest response 
category 0, which real respondents choose in 14% and falsifiers in 5% of all cases, 
and for the highest response category 6, which real respondents choose in 20%, and 
falsifiers in 8% of their answers (both differences in proportions are statistically 
significant with p<0.01). This means that, while falsifiers underestimate the share 
of extreme categories by nine to twelve percentage points, the middle categories - 
and here in particular category 4 - are more frequently chosen in the faked data.2

This result is in line with what we find if we sum up the standard deviations 
within the ordinal response scales for each interview. The average standard devia-
tion for the fake interviews is 1.51, for real interviews 1.94. Comparing the groups 
in a mean comparison test with cluster-robust standard errors, the difference is sta-
tistically significant (p<0.001).
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Graph 3 Pooled responses to 17 questions with ordinal response scales

2 To see if this result was driven by very few falsifiers, the average number of extreme 
values was individually looked at and compared to the the average number of extreme 
categories in the real interviews (which was 5.7). Only one out of ten falsifiers (who 
moreover only faked one interview) ticked a slightly higher number of extreme catego-
ries (namely 6). All other falsifiers behaved in line with our hypothesis. Five of them 
ticked an average of only 2 or fewer extreme categories per interview.
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Inapplicable questions in filter branches

We have argued that we would expect falsifiers to use filter branches that shorten 
the questionnaire. Graph 4 offers evidence that falsifiers indeed pursue this strat-
egy. It shows the absolute number of inapplicable questions, separately for real and 
fabricated data.

At a first glance, the distributions look similar: The majority of cases have 
between five and twelve inapplicable questions in filter paths (90% for real inter-
views and 73% for faked interviews), while a comparatively smaller group avoids 17 
or more questions. Differences are particularly evident in this upper part of the dis-
tribution. Compared to real interviewers, falsifiers are almost three times as likely 
to leave all 20 skippable questions unanswered (8% versus 23%; difference in pro-
portions is statistically significant with p<0.01).3

The filter path with the largest number of follow-up questions that can be 
skipped is the one on employment history and working conditions. Interviews can 
only be in the upper group with 17 to 20 inapplicable questions if the response to 
the filter question is unanswered or indicates that the respondent has never been in 
employment. Falsifiers had a strong incentive to answer this question in the nega-
tive, because 16 questions on employment were omitted if the respondent had never 
worked.
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average: 10.4 

median: 10 
20 inapplicable 
questions: 8%* 

average: 12.2 
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20 inapplicable 
questions:  23%* 

Graph 4 Number of inapplicable questions out of 20 questions in filter branch

3 As a robustness check, we individually compared each falsifier’s average number of 
inapplicable questions to the average in real interviews to see if results could be driven 
by very few outliers. 4 out of 10 falsifiers’ means ranged between 9.3 and 10, that is 
slightly lower than the average of 10.4 in real interviews. However, 6 out of 10 falsifiers 
showed the expected pattern and partly made extensive use of inapplicable questions to 
presumably shorten the questionnaire.
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Item-Nonresponse

Based on the questions that could not be avoided by filters, Graph 5 compares the 
number of missings in the real and the faked interviews. Our theoretical argument 
was that falsifiers should avoid missing values in the questions they cannot skip, 
because too much item-nonresponse might attract the survey agency’s attention.

In line with the expectations, falsifiers are more likely to produce question-
naires with zero missing values (50% versus 37%). However, this difference is not 
reflected in any significant differences, neither in the shares of zero missings nor in 
the group averages.4

 

 

In  

average:1.47 
median: 1 
zero missings: 37% 

average: 1.43 
median: 0.5 
zero missings: 50% 

Graph 5 Item-nonresponse in 43 mandatory questions

4 When looking at the falsifiers’ mean numbers of missings, 5 out of 10 yield numbers 
below the average of real interviews, 4 of them even below 0.2. The other half ranges 
between 2.2 and 5 missings per interview. These results hint towards heterogeneous 
interviewer behaviours.
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Open answers

Graph 6 shows that there is no significant difference in the mean or median number 
of open answers between real and fabricated interviews. There is, however, a differ-
ence in whether open ended answers are given at all: 7% of real respondents do not 
give any open answers, compared to 23% of the falsifiers (difference in proportions 
is significant with p<0.05).5 

Additional analyses that compared the number of letters in open answers (if 
there were any) across groups have not revealed any differences in means or medi-
ans (see Graph A2 in the appendix for a graphical representation).
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Graph 6 Open answers to seven open questions

5 7 out of 10 falsifiers showed lower average numbers of open answers compared to the 
average in real interviews. Comparing the prevalences of interviews with zero open an-
swers, half of the falsifiers provided at least one open answer per interview. The other 
half had a likelihood of 29 to 100% to avoid open answers completely.
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Trick question 

Graph 7 shows the answers to the trick question. In addition to the real and the fab-
ricated personal interviews, the answers given in the self-administered (paper and 
web) questionnaires are also reported to provide a reference point to a respondent 
group that could not have been affected by interviewer fraud.6 

Interestingly and in line with hypothesis 6a, none of the falsified interviews 
mentioned the correct answer, Portugal. However, it was not a very frequent answer 
in the real interviews or in the self-administered questionnaires. The prevalence of 
Poland, Romania or other Eastern European countries did not differ enough (or in 
the expected direction) across groups to serve as an indicator for fraud in the face-
to-face sample. We therefore reject hypothesis 6b.

 

 

 

Graph 7 Answers to trick question on income inequality in Europe across 
modes

6 Recruitment into the two survey modes took place by drawing two separate random 
samples of the residential population of Germany (more information in Sauer et al. 
2010). For the purposes at hand, we are implicitly assuming that the random differences 
between samples do not affect the answers to the trick question.

 As one of the reviewers pointed out, self-administered questionnaires might still con-
tain falsifications if the survey agency added invented cases. Although this is a theo-
retical possibility, we have no reason whatsoever to believe that this happened in our 
data.
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As expected, the answer Portugal predicts perfectly that an interview is 
authentic. Since the other answers do not help to distinguish between real and faked 
interviews, the trick question will not be further analyzed in the following multi-
variate analyses. It will, however, be included as one of the open questions, which 
can either be answered or missing.

Multivariate analyses

To examine the relative importance of the different indicators, the next step is to use 
them as potential predictors for fraud in a logistic regression model. The dichoto-
mous dependent variable indicates whether an interview is real (coded as 0) or a 
case of known fraud (coded as 1). 

Table 1 summarizes all explanatory variables. For the indicators on extreme 
response categories and item-nonresponse, some categories at the upper end of the 
scale were grouped together due to small numbers of cases. 

Table 1 Explanatory variables in regression model

Variable Concept and Coding

extreme categories number of extreme categories on 17 items with 
ordinal response scales (continuous variable)

 hypothesis 2

item-nonresponse number of missings in mandatory/unfiltered 
questions (0/1/2/3+, specified as dummies)

 hypothesis 4

open: other answered any “other, please specify” category (0/1)  hypothesis 5

open: feedback answer to feedback question at the end of the survey 
(0/1)

 hypothesis 5

open: trick question answer to question on income inequality in Europe 
(0/1)

 hypothesis 5

occupation *  
inapplicable

open question on occupation  
(skipped / specified / missing)
number of inapplicable questions  
(5-9 “few”/ 10-12 “some”/ 16-20”many”)

0: occupation: skipped / inapplicable: many
1: occupation: specified / inapplicable:few
2: occupation: specified / inapplicable: some
3: occupation: missing / inapplicable: few
4: occupation: missing / inapplicable: some

 hypothesis 5

 hypothesis 3
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There is a peculiarity in the data concerning the open question that elicits 
the respondent’s current (or alternatively last) occupation. It is positioned within 
the longest filter branch of the questionnaire that was designed to collect informa-
tion on the respondent’s employment and working conditions. Failure to specify 
an occupation can thus stem from item-nonresponse or from skipping the entire 
filter branch. A high number of inapplicable questions essentially indicates that 
the complete filter branch on employment, including the item on occupation, was 
skipped. In terms of coding, this correlational pattern is reflected in the interaction 
of two categorical variables, the respondent’s reaction to the occupation question 
(skipped / missing / specified) and the number of inapplicable questions (few / some 
/ many). The reference category indicates an inapplicable occupation question and a 
generally high number of inapplicable questions due to filters throughout the ques-
tionnaire.

Apart from respondent occupation, all other open answers are captured by 
dichotomous variables. Since very few respondents specified additional informa-
tion in “other, please specify” categories, these questions were subsumed into one 
dummy variable indicating if any (versus no) open answer was provided.

Graph 8 shows the results of the logistic regression model (see Table A1 in 
the appendix for the full regression table). A first result is that there is a significant 
negative correlation between the number of extreme categories in the question-
naire and the log-odds that an interview was fabricated (p<0.01). This means that 
hypothesis 2 is clearly confirmed and falsifiers indeed avoided extreme answers 
on ordinal response scales. Equally clearly, we cannot find any evidence that item-
nonresponse is related to fraud (hypothesis 4). Regarding hypothesis 5, it is inter-
esting to note that the absence of open questions (or the numbers of letters in open 
answers as mentioned before) does not generally come with higher probabilities of 
falsification. However, if we look at the question on respondent occupation, ques-
tionnaires that contained a job description were significantly less likely to be falsi-
fications than interviews with item-nonresponse (p=0.08 for few inapplicable ques-
tions, p>0.01 for some inapplicable questions) or a skipped question (p<0.01 for few 
and some inapplicable questions). 

When it comes to inapplicable questions (hypothesis 3), regression coefficients 
for respondents that got filtered over few or some questions were very similar. Only 
a high number of skipped questions (including the occupation question) was predic-
tive for fraud in our data. This pattern somewhat suggests that the intention to skip 
the open question on occupation was the dominant one compared to finding the 
shortest path through the filter paths of the questionnaire.
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Graph 8 Potential Indicators for Fraud (logistic regression)

Looking into descriptives, falsifiers report around three times as many respon-
dents who have never been in employment and thus automatically skip the 16 addi-
tional questions on employment (27.3 versus 9.5%). Among those who are asked 
about their current or previous occupation, 93.0% of the real interviews provide a 
job title, while only 81.3% of the falsifications do. With these considerable differ-
ences in response patterns, the question on the respondent’s occupation was very 
helpful in identifying fabricated interviews. Part of the explanation surely lies in 
how easy it would be to check the correctness of the answer. Respondents certainly 
remember what they do or did for work, and even other household members could 
presumably provide the right answer, e.g. in a follow-up check by phone. However, 
the question is not only easily verifiable but also easily avoidable by a strategic use 
of the filter paths. The combination of both peculiarities seems to explain its suc-
cess in identifying fraud.

Graph 9 translates the two significant indicators from the regression model 
into a visual illustration: It shows how the number of extreme categories and the 
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question on occupation interact.7 The y-axis of the graph on the left side shows the 
predicted probability that an interview has been fabricated.

At a first glance, the graph shows that the effect of one variable heavily depends 
on the other variable. Generally speaking, the probability of fraud decreases with 
an increasing number of selected extreme categories on the ordinal response scales 
of the questionnaire. This is even more so if the open question on the respondent’s 
occupation has not been answered - due to nonresponse or because the respective 
filter branch was skipped entirely. 

Within the groups of interviews that did not indicate any occupation, the pre-
dicted probability of fraud can rise to a maximum of 63% or 68% if zero extreme 
categories have been ticked. For interviews in which the occupation was specified, 
the slope is less steep and only climbs to 27% if we move towards the lower end 
of the x-axis indicating low numbers of extreme categories. Comparing the inter-
views with and without the open answer, the predicted probability of fraud hardly 

7 Graph 9 only refers to occupation rather than the interaction between occupation and 
inapplicable questions. This is justified by the fact that there weren’t any significant 
differences between the groups with few and some inapplicable questions in the previ-
ous model. In addition, the number of cases with a missing value for the occupation 
question seemed too small (N=55) to identify further subgroups (as can be seen by the 
large confidence intervals for the last two regression coefficients in Graph 8).

rs 

 

 
Graph 9 Predicted probability for fraud dependent on the strongest predictors
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changes at the upper end of the scale, while the open answer accounts for a change 
of 36 to 41 percentage points if no extreme category was chosen. 

The illustration on the right side of Graph 9 treats interviews with a speci-
fied occupation as the reference category (straight line) and compares it to the two 
groups without valid answers (curves). The confidence intervals indicate that the 
group differences between the interviews with and without a specified occupation 
are significant if zero to three extreme categories were ticked and insignificant if 
four or more extreme categories were ticked.

Judging by the maximum changes in predicted probabilities that can be attrib-
uted to the variables, the results suggest that the number of extreme categories is an 
even stronger indicator of fraud than failing to provide a job title in a filter branch 
that falsifiers might want to skip.

Related findings: standard deviations, acquiescence and social desirability
Theoretically, we could have considered standard deviations in the ordinal response 
scales or the amount of straight lining (as done by Blasius & Thiessen 2018) instead 
of the number of extreme categories. Empirically, however, the number of ticked 
extreme categories was more strongly correlated with fraud and the standard devia-
tions did not add any explanatory power to the regression models once the model 
controlled for extreme categories. 

Following Kemper & Menold (2014), we tested two more alternatives to exam-
ining the extreme categories, namely acquiescence (in both ordinal response scales) 
and socially desirable answers (in the social desirability scale). In their paper on 
laboratory falsifications, Kemper & Menold (2014) report that falsifiers provide 
“overly positive self-descriptions” (p. 96) when asked about socially desirable 
behaviors as well as a higher tendency to acquiesce irrespective of question content. 
These results were not replicable with our data. Both options performed worse as 
indicators for fraud than the number of extreme categories. Generally, adding indi-
cators for self- and other-deception did not help the predictive power of the regres-
sion model. Descriptively, falsifiers tended to give negative self-descriptions in five 
out of six cases. Curiously, they were less likely to agree to the statement “I am 
always honest to others”. Although the difference between groups was not statisti-
cally significant, this finding would be in line with the argument that falsifiers use 
themselves as a reference point when fabricating data (see Landrock 2017).

Predicting fraud based on internal indicators alone?
In response to a reviewer comment, Table 2 presents the numbers of falsifications 
that would have been correctly classified. In other words, we are treating our data 
as a case of supervised learning relying on internal indicators (on interview level) 
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alone. As the analyses are carried out on the interview level, we are allowing for the 
situation that interviewers only faked some of their assigned interviews.

To predict fraud based on the logistic regression model, it makes sense to work 
with an educated guess about the expected share of falsifications instead of using 
the 50% mark as a cut-off point. Similar to ordinary clustering approaches, the 
method would otherwise be very likely to identify an unrealistically high number 
of falsifications (De Haas & Winter 2016). In this case, the upper 5% of interviews 
that were most suspicious from internal indicators are treated as falsifications.

The results suggest that only by taking internal indicators at interview level 
into account, we could have identified 22 out of 42 confirmed falsifications cor-
rectly. 20 would have remained undetected and there would have been 22 new sus-
picious cases (which could have been subjected to further checks if the internal 
indicators had been part of the quality control during fieldwork).

This little exercise highlights a point that has been made before: Internal indi-
cators seem to work well to identify some falsifications but not others (a finding that 
is confirmed by Thissen & Myers 2016). As a consequence, it is not reasonable to 
rely only on one type of indicator. Instead it should be the goal to combine as many 
as possible. In settings where the number of conducted interviews per interviewer 
is higher, internal indicators on interviewer level can supplement the internal indi-
cators on interview level that we used in this study. These could include dupli-
cate checks (Koczela, Furlong, McCarthy, & Mushtag 2015), analysis of similar 
response patterns in ordinal response scales (Blasius & Thiessen 2015), and com-
parisons of so-called “content-related patterns”, contrasting interviewer-specific 
and overall sample means (Kosyakova, Olbrich, Sakshaug, & Schwanhäuser 2019; 
Weinauer 2019).

To some extent (although in varying degrees), all internal indicators have the 
disadvantage that falsifiers will be able to adjust their response style if they are 
aware that a certain kind of check is in place (Winker 2016). However, the idea 
is not that one method will identify all falsifications, but that more checks will 
heigthen the chance of being detected and will make fraud less attractive to inter-

Table 2 Confusion Matrix

Actual:
Real Interview

Actual:
Falsification Total

Prediction: real 757 22 779

Prediction: falsified 20 22 42

Total 777 44 821
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viewers. As Thissen & Myers (2016) put it: “Each method can be circumvented, but 
a combination of methods acts as a series of barriers, and patterns of falsification 
that might slip past one type of review may be caught by another.”

Conclusion
This study provides empirical insights into the response patterns of falsifiers. It 
contributes to a wider body of literature aiming to develop more efficient monitor-
ing strategies to prevent interviewer fraud and potential bias in surveys. For this 
purpose, we examined the potential of statistical ex-post analysis of response pat-
terns for the identification of fabricated data. In contrast to the wide majority of 
studies on interviewer fraud, we did not draw on laboratory falsifications but could 
rely on authentic cases of interviewer fraud stemming from a survey project on 
income inequality in Germany. Out of 821 face-to-face interviews, 44 were identi-
fied as falsifications by external control mechanisms and admitted as such by the 
survey agency. These data were particularly suitable to test the potential of internal 
indicators for fraud detection: To what extent do the attempts of falsifiers to pro-
duce unsuspicious data lead to recognizable response patterns?

Drawing on somewhat contradictory empirical evidence from previous stud-
ies, hypotheses were formulated as to how rationally acting falsifiers would navi-
gate through a questionnaire. Real and faked interviews were then compared with 
regard to various testable criteria, namely the number of selected extreme catego-
ries in ordinal response scales, answers to open-ended questions, item-nonresponse, 
strategic use of filter questions to shorten the questionnaire, and the compliance of 
reported numbers with Benford‘s Law. In addition, we reported results from an 
innovative trick question.

In the multivariate analysis, the avoidance of extreme categories on ordi-
nal response scales proved to be the strongest indicator for fraud. This approach 
also outperformed alternative indicators, namely socially desirable answers and 
acquiescence in the ordinal response scale. Apart from that, missing data in one 
particular open-ended question significantly predicted fraud: the open question 
on the respondent’s current or previous occupation. Missing values could occur 
either because the respondents refused to provide a job title or because they had 
never been in employment, in which case the interviewer was supposed to skip a 
filter branch of 16 questions on employment. None of the other open-ended ques-
tions, however, helped to detect fraud, and neither did the number of letters in open 
answers. This means that fewer or shorter open answers per se do not seem to be 
suitable indicators. Similarly, questionnaires with few and moderate numbers of 
inapplicable questions did not differ in their probability of being falsified. Only a 
high number of inapplicable questions (stemming from skipping the entire filter 
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branch on employment) was strongly correlated with fraudulent data. Although we 
cannot fully disentangle the effect of not answering an easily verifiable open-ended 
question and using filters to shorten the questionnaire, we can definitely say that the 
combination of both successfully identified fraud in our case.

Another interesting finding of the above analyses is that, contrary to the origi-
nal hypothesis, falsifiers and real respondents did not differ in their shares of item-
nonresponse. Apart from that, neither the implemented trick question nor Benford’s 
Law were helpful in detecting fraud. Although all falsifiers avoided the rare correct 
answer to the trick question, very few real respondents gave the correct answer. 
When comparing the first and the second digits of reported monetary values to 
Benford’s Law, this criterion proved to be highly problematic, since even the basic 
assumption that the authentic interviews should approximately follow the Benford 
distribution was violated. Judging from this finding, it seems more promising to 
experiment with rounding behavior (although differences failed to reach a signifi-
cant level in our data) or to compare individual clusters of interviews to the aver-
age empirical distribution (as suggested by Swanson, Cho, & Eltinge 2003; Winker 
2016). This approach can be pursued if the number of interviews per interviewer is 
sufficiently high to allow analyses at the interviewer level.

A limitation of this study is that we cannot rule out that, despite extensive 
checks, further unnoticed falsifications have remained in the data. Comparing the 
answers to the trick question and the digits from the monetary values to the ques-
tionnaires from the self-administered survey modes shows that this might be the 
case, although differences between real face-to-face interviews and self-adminis-
tered questionnaires could in principal also stem from imperfect randomisation, 
mode differences in non-response bias or response behavior. Despite these uncer-
tainties, the present study could show that more than half of our authentic cases of 
fraud which were detected by external control mechanisms would also have raised 
suspicion in a statistical ex-post analysis of their response patterns. This result can 
encourage researchers and survey agencies to use both types of indicators in com-
bination when identifying suspicious cases. 

One possible practical approach could be to run checks on response patterns 
more continuously during the fieldwork period. In line with AAPOR recommenda-
tions (AAPOR 2003), it is desirable to complement random picking of interviews 
with a more targeted strategy for additional quality control. This is where statistical 
approaches could help to identify suspicious cases for further checks. Ideally such 
a routine would already be at work during fieldwork, not after its completion. A 
corresponding statistical routine would have to identify outliers based on a set of 
internal indicators. This could be done by assigning suspicion points to interviews, 
by generating pareto charts of the collected paradata on a weekly basis (as sug-
gested by Gwartney 2013). Concrete advise for implementing statistical routines 
that identifiy suspicious interviewers who deviate significantly from the overall 
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sample mean has been provided by Weinauer (2019) and Kosyakova et al. (2019) 
who draw on the concept of “meta-indicators”.

Regarding the selection of internal indicators for statistical procedures, the 
presented results suggest that it is worth looking at the peculiarities of the specific 
questionnaire to e.g. identify high-risk questions that are easily verifiable or crucial 
for long filter paths. A general recommendation is to make use of as many indica-
tors as possible - internal and external ones - to identify and substantiate suspicions.
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Appendix A

 

Graph A1 Compliance with Benford’s Law in the self-administered surveys 
(N=803, 2612 digits)any) 

 

 

Graph A2 Number of letters in open answers (if any)
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Table A1 Potential indicators for fraud – regression table

Logistic Regression
explaining falsification (1=yes/0=no)
(logit coefficients; cluster-robust standard errors)

extreme categories -0.70**
(-3.07)

nonresponse:1 -0.91
(-1.39)

nonresponse:2 -0.96
(-0.92)

nonresponse:3+ 0.31
(0.38)

open:other -0.51
(-0.54)

open:feedback 0.69
(0.79)

open:trick question -0.09
(-0.19)

occup:specified/inappl:few -1.67***
(-3.83)

occup:specified/inappl:some -1.91***
(-4.63)

occup:missing/inappl:few -0.50
(-0.73)

occup:missing/inappl:some 0.48
(0.64)

intercept 1.05
(1.67)

McFadden Pseudo-R² 0.31

N 821

t statistics in parentheses 
* p<0.05, ** p<0.01, *** p<0.001
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Appendix B. Question Wording by Indicators
(for the original questionnaire in German language, see Sauer et al. 2010)

 � Nonconformity with Benford’s Law
What do you think, what is the average gross income per month for a full time posi-
tion in Germany?
(This is the amount that employees receive from their employer before taxes and 
social security contributions are deducted.)
About __________ ,- Euro per month

What is your own monthly gross income from your employment?
(This is the amount that you receive from your employer before taxes and social 
security contributions are deducted. If you are self-employed, please fill in the 
average of what you earn per month.)
About __________ ,- Euro per month

In case you don’t perceive your own income as fair, what would be a fair monthly 
gross income for you?
About __________ ,- Euro per month

What is the monthly net income of your household overall?
(Please sum up all types of household income, including your own. This also 
includes income from rentals and royalties, pensions, unemployment, social secu-
rity and child benefits, rent subsidy and other types of income.)
About __________ ,- Euro per month

To cover for your running expenses, what is the minimum monthly net income that 
your household would need?
(Please specify the amount you need per month to cover for housing, food, clothes, 
heating and your personal basic needs.)
About __________ ,- Euro per month
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 � Avoiding extreme categories
In your opinion, to what extent should the following factors matter for a fair gross 
income?

Age ……………………………….. not at all  0-1-2-3-4-5-6  very much
Sex ……………………………….. not at all  0-1-2-3-4-5-6  very much
Education ………………………… not at all  0-1-2-3-4-5-6  very much
Number of children ………………. not at all  0-1-2-3-4-5-6  very much
Job ………………………………... not at all  0-1-2-3-4-5-6  very much
Job experience …………………… not at all  0-1-2-3-4-5-6  very much
Health condition ………………….. not at all  0-1-2-3-4-5-6  very much
Time working for company ……… not at all  0-1-2-3-4-5-6  very much
Size of company …………………. not at all  0-1-2-3-4-5-6  very much
Economic situation of the company not at all  0-1-2-3-4-5-6  very much
Performance on the job …………... not at all  0-1-2-3-4-5-6  very much

To what extent do you agree with the following statements?

The first impression I have of people usually  
turns out to be right..…………………………… not at all  0-1-2-3-4-5-6  very much
I am usually very sure of my judgements..…… not at all  0-1-2-3-4-5-6  very much
I am not always aware of the reasons for my 
actions..………………………………………….. not at all  0-1-2-3-4-5-6  very much
It has happened that I kept too much change..... not at all  0-1-2-3-4-5-6  very much
I am always honest with other people…………. not at all  0-1-2-3-4-5-6  very much
I have never taken advantage of somebody….... not at all  0-1-2-3-4-5-6  very much

 � Avoiding open answers

What is your current job, or what was your last job? Please specify the job title and 
describe your role exactly.

What do you think, which European country does currently have the highest 
income inequality?

We might have missed something that you consider important. Is there anything 
you want to add or comment on?
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Mixed-mode surveys allow researchers to combine the advantages of multiple modes, for 
example, the low cost of the web mode with the higher coverage of offline modes. One 
drawback of combining modes is that there might be systematic differences in measure-
ment across modes. Thus, it would be useful to know which measurement methods work 
best in all employed modes. This study sets out to find a method that results in the high-
est measurement quality across self-administered web mode questionnaires (web mode) 
and self-administered paper questionnaires sent out by mail (mail mode). Two Multitrait-
Multimethod (MTMM) experiments employing questions on environmental attitudes and 
supernatural beliefs were implemented in the GESIS Panel, a probability-based panel in 
Germany. The experiments were designed to estimate the measurement quality of three 
different response scales: A seven-point fully labelled scale, a 101-point numerical open-
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While in the past surveys were mainly unimode, nowadays respondents often 
receive the possibility to answer in the mode of their choice. This is supposed to 
increase their willingness to participate and lower survey costs (Eifler & Faulbaum, 
2017). Mixed-mode surveys are used in various settings, especially where certain 
population groups are difficult to reach via the main survey mode. For example, 
these surveys are useful when researchers aim to conduct web mode surveys but 
have to account for the fact that parts of the target population do not use the inter-
net (Bosnjak et al., 2017; ESOMAR & WAPOR, 2014). While this is an adequate 
strategy to deal with coverage error, it may lead to issues concerning measurement 
equivalence, as respondents may answer questions differently across modes (ESO-
MAR & WAPOR, 2014; Grewenig et al., 2018; Blom et al., 2016). Linked to this, 
employing the same measurement instrument across different modes can also lead 
to differences in measurement quality (e.g., Sánchez Tomé, 2018; Tourangeau, 2017; 
Dillman et al., 2014). 

Measurement quality, in general, refers to the relationship between the unob-
served, latent variable of interest and the observed response, and is here defined as 
the product of validity and reliability (Saris & Andrews, 1991). Validity here cov-
ers the construct validity subtypes convergent and discriminant validity (Campbell 
& Fiske, 1959). More specifically, it is defined as the strength of the relationship 
between a latent variable of interest and a so-called ‘true score’. This ‘true score’ 
represents the score that respondents would have provided if no random measure-
ment error existed. Reliability, in the model we employ, is defined as the strength of 
the relationship between the ‘true score’ and the observed variable. It captures the 
absence of random measurement error. It should be noted that an array of different 
definitions and operationalizations of measurement quality, as well as of validity 
and reliability, are used in the literature (Saris & Andrews, 1991). While studies 
may differ along these lines, they share the aim of empirically capturing measure-
ment quality, that is, the absence of measurement error. The above definition of 
measurement quality thus holds for our analysis, while a somewhat broader per-
spective on the concept will be considered in the literature review. 

Questionnaire designers in mixed-mode settings need not only to make sure 
that they indeed measure what they aim to measure. Furthermore, they need to 
ensure that respondents in different modes understand the measurement instru-
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ment similarly. This means that questionnaire designers employing multiple modes 
have to make decisions bearing in mind the various features of the different sur-
vey modes. In self-administered modes, respondents can always see the questions 
and response scales, while in interviewer-administered modes they may only hear 
them. Furthermore, mail mode respondents see the questions on paper, while web 
mode respondents see them on electronic devices with varying screen sizes. Mail 
mode respondents answer using a pen or pencil while web mode respondents use a 
mouse, keyboard or touchscreen. Such features can have an influence on the com-
parability and quality of the measurement instrument. 

Klausch et al.’s (2013) findings suggest that comparability of measurement 
between modes may not be attainable when comparing self-administered and inter-
viewer-administered modes, but that measurement between different self-admin-
istered modes is comparable. Other authors have also reported this pattern (see 
e.g., De Leeuw & Hox, 2011; Hox et al., 2017). Yet, there are also studies finding 
differences within the group of self-administered modes, more specifically between 
mail and web mode, on aspects such as response quality, response patterns and esti-
mation precision (Savage & Waldman, 2008; Olsen, 2009; Kwak & Radler, 2002). 
These differences are, for example, hypothesised to be due to online respondents 
suffering more fatigue and boredom which, in turn, could be caused by visual and 
interactive stimuli in the online mode being more cognitively demanding (Savage 
& Waldman, 2008). Kwak and Radler (2002) also discuss that differences in visual 
display, for example, different sizes of open-answer fields, or in the relative burden 
caused by filter questions in mail as compared to in web surveys, could cause such 
mode differences. Olsen (2009) attributes these mode differences to different self-
selection processes into the mode groups. 

If measurement differs between modes, different ways of designing a survey 
question, which we refer to as different methods in the following, might thus be 
preferable per mode to ensure the highest measurement quality. For example, longer 
response scales, i.e., with more answer categories (see e.g., Alwin, 1997; Andrews, 
1984; Cox III, 1980; Költringer, 1995; Saris et al., 1977), as well as fully labelled 
response scales (see e.g., Alwin, 2007; Alwin & Krosnick, 1991; Saris & Gallhofer, 
2007) tend to lead to higher measurement quality. However, one might not expect 
long and fully labelled scales to lead to high measurement quality in purely oral 
modes where respondents are unlikely to keep all response options equally present 
in their memory before answering (Krosnick & Alwin, 1987). Thus, long lists of 
response categories are typically not read out in oral modes (Schwarz et al., 1991). 
For unimode surveys, method recommendations tailored to the employed mode 
may thus be followed. However, where comparability across modes is crucial, such 
as in mixed-mode surveys, the focus should be on finding those methods that lead 
to the highest measurement quality in all modes used.
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Various question characteristics have been studied in terms of their links to 
measurement quality (see e.g., DeCastellarnau, 2018). While, in practice, question 
characteristics are often interrelated and there are no incontestable unique guide-
lines on what works best (DeCastellarnau, 2018; Saris & Gallhofer, 2014; Schaeffer 
& Dykema, 2020), this research helps questionnaire designers. It enables them to 
carefully consider the way they employ question characteristics in their measure-
ment instruments, taking into account different theoretical arguments and empiri-
cal evidence. Previous research has determined the measurement quality of spe-
cific questions (see e.g., Revilla et al., 2014; Oberski et al., 2007) as well as the 
influence of question characteristics on measurement quality through meta-analysis 
(Kogovšek & Ferligoj, 2005; Saris & Gallhofer; 2014; Saris et al., 2011; Scher-
penzeel & Saris, 1997). Such research has been conducted in several countries, 
concerning various question topics and in different modes of data collection. Still, 
as web surveys have existed for a relatively short time, measurement quality assess-
ments for this mode are still rarer than for other modes (Bosch et al., 2019). Fur-
thermore, web panels are a special context in which web surveys are administered, 
on which even less research exists. The specificity here comes particularly from the 
fact that panel conditioning, i.e., training or learning effects, can appear, which tend 
to lead to an increase in the reliability and stability of responses over time (Sturgis 
et al., 2009). Moreover, as in most countries substantive parts of the population do 
not use the internet (World Bank, 2020), it is crucial to also study the measurement 
quality of survey questions in mixed-mode settings (Callegaro et al., 2014).

This study therefore sets out to assess measurement quality in a mixed-mode 
panel survey, using web and mail mode, to find a measurement method that results 
in the highest measurement quality across both modes. We do this by conducting 
two Multitrait-Multimethod (MTMM) experiments, allowing us to estimate mea-
surement quality as defined above. Furthermore, to advance research on the links 
between question characteristics and measurement quality, we particularly focus on 
the effect of two response scale characteristics, namely the length and labelling of 
response scales.

This paper proceeds as follows: We first present the theoretical argumentation  
and empirical evidence concerning using response scales of a certain length and 
using fully versus partially labelled response scales. On this basis, we formulate 
hypotheses. We then describe the data, the experimental design and the analytical 
strategy. Subsequently, we present the results, discuss them and draw conclusions. 
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Theory and Empirical Evidence:  
Scale Characteristics and their Impact on 
Measurement Quality 
Length of Response Scales: Theory

Much of the literature on the relationship between response scale length and mea-
surement quality bases its theoretical argument on the theory of information (e.g., 
Alwin, 2007; Alwin et al., 2018; Revilla et al., 2014). The theory of information 
suggests that with an increasing number of scale points, not only the direction but 
also the intensity or extremity of an attitude can be assessed in an increasingly 
detailed fashion (Garner, 1960). Therefore, longer scales should result in better 
measurement quality because more information can be gathered (see also Alwin, 
1997; Andrews, 1984; Cox III, 1980; Költringer, 1995; Saris et al., 1977). Along the 
same lines, Alwin and Krosnick (1991) describe that offering too few categories 
would lead to a loss of information, as respondents would have to ‘round’ their 
answers.

However, there are also arguments for not including too many answer catego-
ries. Schaeffer and Presser (2003) state that the right response scale length should 
be a compromise between offering more potential for finer distinctions and con-
sidering respondents’ limited capacities for making finer distinctions reliably and 
in similar ways. For example, a 100-point scale enables respondents to make finer 
distinctions than a five-point scale. However, it bears higher potential to induce 
different responses from a respondent when asked repeatedly across time, as well 
as to be used in different ways across respondents compared to a five-points scale. 
Similarly, other authors argue against the use of long response scales, referring 
to the suggestion of cognitive theorists that there is an upper limit to how many 
answer categories respondents can handle (Vall-Llosera et al., 2020). At a certain 
point, adding more categories results in the answer options having less rather than 
more meaning. Moreover, referring to motivational theories, the task of answer-
ing survey questions becomes increasingly complex the more answer categories 
are offered, thus too many scale points could lead to satisficing (Alwin, 1997). 
Especially scholars discussing very long scales have pointed out that respondents 
are likely to engage in rounding which can be regarded as a form of satisficing 
because, rather than considering all answer options, the task complexity is reduced 
by effectively only considering a part of the answer options (Liu & Conrad, 2016; 
Tourangeau et al., 2000). 
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Length of Response Scales: Empirical Evidence

Previous studies offer a large body of empirical findings on the optimal length of 
response scales. It should be noted that response scales can be classified in terms 
of various characteristics, such as the scales’ evaluative dimension (item-specific 
versus agree-disagree) or the scales’ polarity (unipolar versus bipolar) (DeCastel-
larnau, 2018). These characteristics are interrelated. For example, agree-disagree 
scales are always bipolar. To review the empirical literature on the impact of single 
response scale characteristics on measurement quality, we will draw from findings 
on scales that are otherwise heterogenous. For example, we will look at the effects 
of response scale length in both item-specific and agree-disagree scales, to gather 
as many findings as possible on the impact of response scale length on measurement 
quality. Moreover, due to the mixed-mode angle of this study, we will also consider 
whether results differ across modes in our review. Where operationalizations of 
measurement quality, reliability or validity diverge from the operationalization we 
use, this will be indicated in the following by specifying the exact indicator used 
(e.g., test-retest reliability) or by describing the operationalization. 

Many scholars report an improvement of measurement quality with an increase 
of answer categories. For example, Alwin (1997) finds higher reliability and valid-
ity for eleven-point scales than for seven-point scales in a study employing face-to-
face mode. Andrews (1984) also finds that using more categories increases mea-
surement quality, both in terms of reliability and validity, in a study conducted in 
various modes, namely telephone, face-to-face and group interviews. Rodgers et al. 
(1992) find in a face-to-face study that both validity and reliability increase with the 
number of scale points. Lundmark et al. (2016) look at concurrent validity, i.e., the 
extent to which a variable can predict other variables it should be related to. They 
find this to be higher for longer scales (seven and eleven-point scales as compared 
to two-point scales) in a web mode survey. Furthermore, Wu and Leung (2017) use 
simulated survey data to compare scales of four, five, six, seven and eleven points 
and find the longer scales to lead to higher measurement quality, here defined as the 
accordance of the simulated data with the ‘true scores’ calculated from a known 
underlying distribution. Revilla and Ochoa (2015) similarly find longer scales to 
lead to better measurement quality, at least up to eleven points, focusing on item 
specific scales in a web survey. Yet, looking specifically at agree-disagree scales, 
Revilla et al. (2014) do not find measurement quality to improve by increasing the 
number of scale points beyond five. Their results are based on a face-to-face study.

Many authors find that improving measurement quality by increasing the 
number of answer categories only works up to a certain point beyond which no 
improvements are observed. Instead, quality might even decrease. This is often 
described as a curvilinear effect. For example, Preston and Colman’s (2000) find-
ings suggest a curvilinear effect when looking at test-retest reliability: Adding cat-
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egories increases this measure of reliability between two and ten scale points, but 
adding further points leads to a decrease in test-retest reliability. They find a similar 
pattern when looking at indicators of criterion and convergent validity. Their study 
was conducted using self-administered paper questionnaires. Similarly, Saris and 
Gallhofer (2007) find that increasing the number of categories up to eleven points 
leads to improved measurement quality in their meta-analysis based on data from 
face-to-face interviews, the disk-by-mail approach1 and the Telepanel2. Alwin and 
Krosnick (1991), using data from face-to-face interviews, find that for item specific 
questions, the quasi-simplex model reliability3 increases from three to seven points 
and then remains constant when the scale is extended to nine points.

In contrast, other scholars find relatively short scales to be superior. McKel-
vie (1978) finds that test-retest reliability tends to be highest when using five-point 
scales in his study using self-administered paper questionnaires. Alwin (2007), 
looking particularly at unipolar scales and using quasi-simplex models, finds that 
they are most reliable at four points. He bases his findings on a mix of face-to-face 
and self-administered paper questionnaire surveys. Scherpenzeel and Saris (1997) 
stress the different effects response scale length can have on validity and reliability 
showing that validity is highest at four, five or seven points while reliability is high-
est at two to three points. They analyse data from web surveys, mail surveys and 
computer assisted telephone interviews (CATI). They also look at potential differ-
ences between modes but do not find any. Alwin et al. (2018) find that reliability 
tends to decline with an increasing number of response options, with two-point 
scales resulting in the highest reliability. Unipolar measures of attitudes form the 
exception. For this type of question, reliability increases with longer scales. Their 
analysis is based on General Social Survey questions conducted in face-to-face 
mode.

There are also studies suggesting that changing the number of response catego-
ries does not affect measurement quality. Jacoby and Matell (1971), looking at both 
test-retest reliability and indicators for predictive and concurrent validity, find this 
in their study focusing on agree-disagree scales based on self-administered paper 
questionnaires. McKelvie (1978) also finds indications for this, at least in terms of 
validity, in his study using self-administered paper questionnaires. More precisely, 
he does not find criterion validity, operationalized as correlating responses with 

1 A floppy disk containing the survey and the programme required to open the survey 
was sent to respondents.

2 An early web mode approach. Respondents were provided with a computer and a mo-
dem, if necessary, so that surveys could be sent to them.

3 The quasi-simplex model is an extension of the test-retest model using at least three 
repeated measures of the same variable over time to estimate reliability. It allows to 
account for change in the measure of interest and assumes that there is no method effect 
(Saris & Gallhofer, 2014).  
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available objectively correct values, to be affected by a change in the number of 
answer categories.

Overall, most empirical findings seem to suggest that longer scales can indeed 
lead to higher measurement quality but that this only works up to a certain point 
from which on quality tends to remain stable. Yet, different studies find different 
optimal numbers of scale points, ranging from five to eleven. From this review, we 
cannot deduce that this should differ between web and mail mode. We therefore 
expect that response scales with five to eleven points result in the highest measure-
ment quality in both web and mail mode (H1).

Fully Labelled Versus Partially Labelled Response Scales: 
Theory 

More comprehensive labelling of a scale is commonly assumed to be beneficial as it 
clarifies the meaning of otherwise ambiguous scale points, thus reducing variabil-
ity in scale point interpretation across respondents (Alwin, 2007; Eutsler & Lang, 
2015; Krosnick & Berent, 1993; Krosnick & Fabrigar, 1997). Verbal labels should 
be a more natural form of expressing meaning compared to numbers (Krosnick & 
Fabrigar, 1997). Receiving the information in text form, rather than via numbers, 
should therefore reduce respondent burden (Krosnick & Presser, 2010).

Yet, there are arguments that suggest more extensive verbal labelling might 
be harmful to measurement quality. For example, Krosnick and Fabrigar (1997) 
mention that verbal labels could be problematic due to language ambiguity and are 
also more difficult to remember (see also Alwin & Krosnick, 1991). They argue 
that the task of answering a survey question could be less cognitively demanding 
for respondents if they have to read fewer labels, for example, when only end point 
labels are used (see also Kunz, 2015). This stands in direct contrast with the argu-
ment made above. Menold et al. (2014) reconcile these opposing assumptions stat-
ing that while full verbal labelling facilitates interpretation, it makes the mapping 
process more burdensome when compared to end point labelling.

Fully Labelled Versus Partially Lablled Response Scales:  
Empirical Evidence

The vast majority of research finds fully labelled scales to be superior to partially 
labelled ones of similar length. For example, Alwin (2007) finds the quasi-sim-
plex model reliability of response scales to increase when full labels rather than 
just endpoint labels are used. He bases his work on a variety of face-to-face and 
self-administered paper questionnaire surveys (administered on site, i.e., not mail 
mode). Alwin and Krosnick (1991) find that using fully labelled response options is 
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associated with an increase in quasi-simplex model reliability in a study based on 
face-to-face and telephone surveys. Similarly, Saris and Gallhofer (2007), in their 
study based on data from face-to-face interviews, the disk-by-mail approach and 
the Telepanel find that the use of verbal labels increases the reliability of questions.

There are, however, also some findings that point in the opposite direction. 
Andrews (1984) concludes from his analyses of data collected in telephone and 
face-to-face individual and group interviews that measurement quality decreases 
where fully labelled answer categories are used. Similarly, Rodgers et al. (1992) 
find full labelling to lead to more random measurement error, i.e., lower reliability, 
in a face-to-face survey. 

To sum up, most empirical assessments of the issue find that fully labelled 
scales lead to higher measurement quality. This was found to be the case across 
various modes. We therefore expect that fully labelled response scales lead to 
higher measurement quality in both web and mail mode (H2).

Comparing the Effects of Scale Length and Full Labelling

So far, we have focused on the impact of the length of response scales and the 
labelling of response scales separately. However, for the sake of deriving practical 
recommendations for questionnaire designers, we would also like to assess whether 
it is more beneficial for measurement quality to have a long or a fully labelled 
response scale. We could only find one study that compared the effect of these two 
characteristics on measurement quality based on a meta-analysis. Andrews (1984) 
shows that the number of scale categories explains a larger share of the variance in 
validity and reliability than the labelling of the scale. Therefore, we expect that the 
benefit of employing longer response scales will outweigh the benefit of employing 
fully labelled response scales (H3).

Data and Method
Sample

We conduct the experiments in the GESIS Panel, a probability-based mixed-mode 
panel in which about 75% of the respondents answer in web mode and 25% in mail 
mode. The GESIS Panel was founded in 2013 and contains about 5000 panelists. To 
account for attrition, the sample was refreshed in 2016 and 2018. Every two months, 
panelists are invited to participate in a survey lasting approximately 20 minutes. 
They receive a five-euro prepaid incentive with each survey invitation (GESIS, 
2020; Minderop et al., 2019; Bosnjak et al., 2017). Upon a face-to-face recruitment 
interview, those respondents who indicated that they use the internet regularly were 
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offered to participate in web mode. Interviewers were requested to present online 
participation as an attractive option and to persuade respondents to participate in 
web mode. However, internet users were also free to opt for mail mode. Those 
respondents who did not use the internet were only presented the option to partici-
pate in mail mode (Bosnjak et al., 2017). The Multitrait-Multimethod experiments 
were implemented in the ‘gb’ wave fielded in April and May 2019 (GESIS, 2020). 

Sociodemographic characteristics of both web mode and mail mode respon-
dents in the sample before listwise deletion4 of respondents with missing values on 
the experimental variables are presented in Table 1. As can be expected, respon-
dents who self-selected into the web mode differ significantly from those who self-
selected into the mail mode. Mail respondents are on average about ten years older 
than web respondents (p<.001). Furthermore, the proportion of female respondents 
is about five percentage points higher among mail respondents than among web 
respondents (p<.05). Women are thus overrepresented in mail mode. The propor-
tion of respondents who have obtained a university degree is substantially higher 
among web mode respondents (34%) than among mail mode respondents (14%) 
(p<.001). After listwise deletion of cases with missing values, the total valid sample 
size for experiment 1 (environmental attitudes) is n=3,632 and n=3,589 for experi-
ment 2 (supernatural beliefs). We also conduct analyses of variance to check if 
sociodemographic characteristics differ significantly across the experimental 
groups. The results show that differences approach significance (p=.0596) only for 
‘university education’. Concretely, the proportion of respondents who indicated that 
a university degree is their highest achieved level of education is about four per-
centage points lower for group two (26.34%) than for groups one and three (30.29% 
and 29.34%, respectively). As this difference is substantively small, we see no rea-

4 We ran a robustness analysis using pairwise deletion instead. The resulting estimates 
are extremely similar to those found using listwise deletion. The results would not lead 
to an alteration of any substantive findings.

Table 1 Characteristics of sample before listwise deletion for both web and 
mail mode (unweighted)

Web mode Mail mode

Mean SD Valid n Mean SD Valid n

Age 47.08 14.36 2,779 57.19 12.69 1,028
Female 49.14% .50 2,784 54.07% 49.86 1,032
University education 34.18% 47.44 2.762 13.76% 34.46 1,025

Total 2,784 1,032
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son to be concerned about the success of respondents’ random assignment into 
experimental groups.

The True Score MTMM Model

The MTMM experimental design used here is based on the True Score MTMM 
(TS-MTMM) model proposed by Saris and Andrews (1991) to estimate the reliabil-
ity, validity, and quality of the survey questions. According to Saris and Andrews 
(1991), measurement quality is defined as the product of validity and reliability. 
Validity is defined as the strength of the relationship between a latent variable 
of interest and the ‘true score’ and reliability as the strength of the relationship 
between the ‘true score’ and the observed variable.

The following system of equations describes the TS-MTMM model:

Yij = rij Tij + eij (1)

Tij = vij Fi + mij Mj    (2)

with Fi being the ith trait or factor, Mj being the jth method, Yij being the observed 
answer for the ith trait and the jth method, Tij being the true score factor or systematic 
component of the response, rij being the reliability coefficient (when standardized), 
vij being the validity coefficient (when standardized), and eij being the random error 
associated with Yij.

Equation (1) defines the observed variables as the sum of the associated sys-
tematic component and random errors. Equation (2) defines the systematic com-
ponents themselves as the sum of the trait component and the effect of the method 
employed to assess the trait. The total measurement quality can be obtained by 
taking the product of the reliability and validity, being the reliability coefficient 
and the validity coefficient squared: An illustration of the path diagram of the True 
Score MTMM model for three traits, each measured with three methods is pre-
sented in Figure 1. 
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Figure 1 Path diagram of the True Score MTMM model for three traits and 
three methods

It shows that each trait (Fi) is measured three times with different methods 
(Mj). This results in nine true scores (Tij) which are measured by the nine survey 
questions that are evaluated in each experiment. The observed responses to these 
nine questions are denoted as Yij. By measuring three correlated traits with three 
methods, we can thus estimate the measurement quality of all employed survey 
questions estimating the TS-MTMM model using Structural Equation Modelling 
(SEM) (see also section on analytical strategy).

As Figure 1 shows, we assume the traits (Fi) to be correlated, the method fac-
tors (Mj) to be uncorrelated, and the method factors to be uncorrelated with the trait 
factors. We also assume that the impact of the method factor on the traits measured 
with a common scale is the same and that the random errors (eij) are uncorrelated 
with each other and with the true scores (Tij), the trait factors (Fi) and the method 
factors (Mj).

The Assessed Traits

The traits for experiment 1 are three questions on environmental attitudes based on 
previous questions asked on the GESIS Panel (GESIS, 2020). The traits for exper-
iment 2 are three questions in supernatural beliefs based on questions from the 
ALLBUS 2012 (GESIS, 2016). Table 2 shows English translations of the questions. 
The German questions can be found in Appendix B.
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Table 2 Traits 

Experiment 1: Environmental attitudes

Trait 1 Can you identify with environmentalists?

Trait 2 Should we all be willing to restrict our current living standard for the benefit of 
the environment? 

Trait 3 Do you believe that some problems of our times would be solved if we went back 
to a more rural and natural lifestyle? 

Experiment 2: Supernatural beliefs

How much do you believe in the following?

Trait 1 …in life after death 

Trait 2 …in heaven 

Trait 3 …in miracles

The Assessed Methods

To test our hypotheses, we focus on varying the length of the response scales and the 
extent of labelling answer categories. However, to be able to identify the MTMM 
model in the analysis, it is helpful to vary further question characteristics. In the 
three assessed methods, we vary the following characteristics (see also Table 3): (1) 
the length of the response scale; (2) the verbal labelling of the response scale (fully 
versus partially labelled); (3) whether a continuous or discrete scale is used; (4) 
whether the scale is presented in a horizontal format or as a numerical open-ended 
scale; (5) whether a definition of the scale is present in the request or not. Figures 2 
and 3 display how the methods for the first trait of the first experiment appear in the 
GESIS Panel web and mail questionnaire, respectively. In Appendix A, we present 
an exemplary smartphone screenshot, showing that the horizontal response scales 
were also displayed horizontally on small screen mobile devices. 

Table 3 Variations of question characteristics across methods

Variation Method 1 Method 2 Method 3

1 7-points 101-points 11-points

2 Fully labelled Partially labelled Partially labelled

3 Discrete Continuous Discrete

4 No definition of scale Definition of scale Definition of scale

5 Horizontal Numerical open-ended scale Horizontal
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Method 1:

 

Method 2:

 

Method 3:

 

Figure 2 Screenshots of the GESIS Panel web questionnaire: Trait 1 of experi-
ment 1 asked with methods 1, 2 and 3
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Method 1:

 
Method 2:

 

Method 3:

 Figure 3 Depiction of the GESIS Panel mail questionnaire: Trait 1 of experi-
ment 1 asked with methods 1, 2 and 3

Experimental Design

For the experiments, respondents are randomly assigned to three groups of approx-
imately equal size. In three-group Split Ballot MTMM experiments, each group 
receives three questions asking for the three traits using one method at time 1 
(towards the middle of the questionnaire), and each group receives the same three 
questions again but with another method at time 2 (at the end of the questionnaire). 
Other questions are asked in between the two instances to reduce memory effects 
(Schwarz et al., 2020; Van Meurs & Saris, 1990). By implementing two methods 
in each group but varying which methods these are across groups, all combina-
tions of methods are covered. Also, respondents do not have to handle the burden 
and potential fatigue that would result from asking them the same questions three 
times. As we run two MTMM experiments in one survey, we vary which groups 
are asked with which methods across the two experiments (see Table 4) to avoid 
repetitions of the same methods within a group as much as possible.
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Table 4 Three-group Split-Ballot MTMM Design for both experiments

Time 1 Time 2

Experiment 1 Experiment 2 Experiment 1 Experiment 2

Group 1 M1 M2 M2 M3

Group 2 M2 M3 M3 M1

Group 3 M3 M1 M1 M2

Analytical Strategy: Model Estimation and Testing

For model estimation we use Maximum Likelihood in LISREL 8.72 (Jöreskog & 
Sörbom, 1996). The base model in LISREL notation can be found in Appendix C. 
We run three separate analyses: (1) for the entire sample, (2) only for web mode 
respondents and (3) only for mail mode respondents. For testing, we evaluate the 
local model fit with the software JRule (Van der Veld et al., 2008). Parameter mis-
specifications indicated by JRule are used to improve the model. Such improve-
ments can consist in allowing unequal effects of one method on the different traits, 
freeing error variances because of timing effects, adding a correlation between two 
methods, or allowing correlations between errors due to expected memory effects. 
As we expect the same models to hold in the analysis of the entire sample as well as 
presenting reliability and validity separately, we aim to implement the same adjust-
ments to the model across these analyses. However, this is not always possible (i.e., 
it can result in improper solutions or poor model fit). The final model adjustments 
for all analyses are shown in Appendix D, as are the global model fit indices and 
indications of remaining local misspecifications as shown by JRule. 

Results
In Table 5, we present the average measurement quality across traits by method, 
experiment and mode. The detailed results, i.e., per trait as well as presenting reli-
ability and validity separately, are shown in Appendix E. We consider a quality 
estimate above or equal to .9 to indicate excellent measurement quality, a quality 
estimate between .9 and .8 good quality and a quality estimate between .8 and .7 
acceptable quality. A quality estimate between .7 and .6 is seen as questionable, and 
quality estimates below .6 are interpreted as poor measurement quality.
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Table 5 Average quality across all traits by method, mode of data collection 
and experiment

Experiment: 
Environmental Attitudes

Experiment: 
Supernatural Beliefs Both experiments

Both 
modes Web Mail

Both 
modes Web Mail

Both 
modes Web Mail

M1 0.69 0.73 0.59 0.90 0.89 0.89 0.80 0.81 0.74

M2 0.72 0.77 0.66 0.89 0.90 0.86 0.80 0.83 0.76

M3 0.83 0.83 0.79 0.99 1.00 0.97 0.91 0.91 0.88

Note: M= Method; M1= 7-point fully labelled horizontal, no scale definition; M2= 
101-point numerical open-ended scale, scale definition present; M3= 11-point partially 
labelled horizontal, scale definition present.

Looking at all average quality estimates across methods and experiments, we 
find that measurement quality tends to be especially high for the experiment on 
supernatural beliefs, with all estimates indicating excellent or good quality. Find-
ings are more mixed for the experiment on environmental attitudes, with quality 
estimates ranging from good to questionable and even to poor in one instance (for 
method 1 in mail mode). 

When we look at the average quality for each method in both experiments, 
we find that, overall, method 3 (eleven points, only end points labelled) obtains the 
highest quality (between .79 and 1), independently of the mode of data collection 
or the topic of the experiment. Thus, our hypothesis that the benefits of using long 
response scales outweigh the benefits of using fully labelled response scales (H3) 
cannot be rejected. Comparing the performance of method 1 (seven-point fully 
labelled) and method 2 (numerical open-ended scale ranging from zero to 100) in 
all modes and experiments shows that they perform similarly. An exception can be 
observed in mail mode in experiment 1, where method 1 performs substantially 
worse than method 2. The similar performance of methods 1 and 2 is not in line 
with our expectation formulated in H1 that scales between five and eleven points 
result in the highest measurement quality. Instead, our results show that the 101-
point scale tends to result in the same measurement quality as the seven-point scale. 
For the experiment on environmental attitudes, it appears that the longer scale even 
outperforms the seven-point scale, at least for mail mode. Moreover, the observa-
tion that method 1 results in the lowest measurement quality in most instances and 
that it is consistently outperformed by the partially labelled scale (method 3) means 
we can reject H2 that fully labelled response scales lead to higher measurement 
quality.
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Furthermore, the observation that method 3 performs best across all modes 
and that there are few differences in the performance of methods 1 and 2 in the dif-
ferent modes also means that it is indeed possible to find one method that performs 
best across both modes in this case5.

Discussion and Conclusion
In this paper we set out to assess which response scale results in the highest mea-
surement quality across two modes of data collection, self-completion in a web 
survey (web mode) and on a paper questionnaire (mail mode). Given the differing 
internet penetration and internet literacy across and even within countries, such 
mixed-mode designs are a valuable option to increase survey participation while 
saving costs. Based on the state-of-the-art in the field, we formulated hypotheses 
regarding the impact of length and labelling of response scales on measurement 
quality. 

In line with the literature, we find that the eleven-point partially labelled scale 
(method 3) consistently produces the highest measurement quality across modes 
for both experiments (Preston & Colman, 2000; Rodgers et al., 1992; Saris & Gall-
hofer, 2007). Contrary to previous results, we find that a numerical open-ended 
scale, i.e., a scale requiring respondents to indicate the answer using a number, here 
between zero and 100, and a seven-point fully labelled response scale tend to result 
in the same measurement quality. Previous literature has found fully labelled scales 
to lead to higher measurement quality across various modes including self-com-
pletion on the web (Saris & Gallhofer, 2007) and on paper questionnaires (Alwin, 
2007). 

Moreover, differences in measurement quality across modes have been 
reported (Sánchez Tomé, 2018; Tourangeau, 2017; Dillman et al., 2014). However, 
our study suggests that there are no systematic differences across modes concern-
ing the effect of response scale length and labelling on measurement quality.

Furthermore, we find that using longer response scales seems to give more 
of a boost to measurement quality than using fully labelled scales (H3). The par-
tially labelled eleven-point scale (method 3) outperforms the fully labelled seven-
point scale (method 1) consistently, and the numerical open-ended scale (method 
2) outperforms the fully labelled seven-point scale (method 1) for one mode in one 
experiment. However, longer scales are not generally better. Our study shows that 

5 We also ran a robustness analysis on only respondents using smartphones (valid n for 
the experiment on environmental attitudes is 512 and for the experiment on supernatu-
ral beliefs is 516). The resulting estimates are extremely similar to those found for web 
mode overall. Analysing smartphone respondents separately leads to the same substan-
tive findings.
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increasing the number of scale points from seven to eleven yields higher measure-
ment quality but increasing it from eleven to 101 points leads to inferior measure-
ment quality.

On the basis of these findings, we can recommend using an eleven-point par-
tially labelled scale (method 3) when measuring attitudes or beliefs in mixed-mode 
surveys combining web and mail mode. Furthermore, we recommend prioritizing 
the use of longer response scales (up to eleven points) over the use of seven-point 
fully labelled scales. 

One limitation of our study results from the suboptimal formulation of the 
questions of experiment 1. Question formulations here did not indicate that respon-
dents would be able to give a nuanced answer but read as yes/no questions. This 
might partly explain why lower measurement quality is obtained by the questions 
of experiment 1 compared to those of experiment 2. 

Another limitation is that, given the design of our experiments, we cannot 
draw conclusions beyond the particular combinations of characteristics present in 
the tested response scales. To estimate an MTMM model, several scale character-
istics should be varied across methods. Therefore, we could not assess the isolated 
effect of one scale characteristic. To do so, more experiments and a meta-analy-
sis are needed (Kogovšek & Ferligoj, 2005; Saris & Gallhofer, 2014; Saris et al., 
2011; Scherpenzeel & Saris, 1997). However, in terms of practical implications it 
is not always necessary to unconfound the impact of different question character-
istics. In survey practice, specific question characteristics tend to occur together 
(e.g., eleven-point scales are usually only partially labelled), while the combina-
tion of other question characteristics is less practically feasible, less common, and 
therefore less relevant to study (e.g., eleven-point scales are rarely fully labelled). 
These “structural dependencies among sets of characteristics” are also pointed out 
by Schaeffer and Dykema (2020, p.10.6), reminding us that decisions in the design 
of survey questions depend on what combinations of characteristics can or cannot 
occur together. The results of MTMM experiments showing which measurement 
scales lead to which measurement quality thus remain a vital basis for question-
naire design.

Further research is needed to investigate the questions left open by this study: 
Does full labelling only lead to higher measurement quality in shorter scales? Are 
eleven points really the optimal length, or may slightly shorter scales (for example: 
nine points) be preferable? If the seven-point scale had been only partially labelled, 
would it still be outperformed by the partially labelled eleven-point scale? And 
would any of these adjustments have resulted in differences across modes? In short, 
a variety of feasible scales remain to be tested on mixed-mode panels such as the 
GESIS Panel and mode differences should always be taken into account.
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Appendices

Appendix A:  
Example smartphone screenshot

 

Figure 4 Depiction of the GESIS Panel web questionnaire on a smartphone: 
Showing the horizontal scale of method 3 (example: Experiment 1, 
trait 3)
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Appendix B:  
Question formulations (original German versions)

Traits Experiment 1: Environmental attitudes

Trait 1 Können Sie sich mit Umweltschützern identifizieren?

Trait 2 Sollten wir alle bereit sein, unseren derzeitigen Lebensstandard zugunsten 
der Umwelt einzuschränken?

Trait 3 Glauben Sie, dass einige Probleme unserer Zeit gelöst würden, wenn wir zu 
einem ländlicheren und natürlicheren Lebensstil zurück fänden?

Traits Experiment 2: Supernatural beliefs

Wie sehr glauben Sie an Folgendes?

Trait 1 An ein Leben nach dem Tod

Trait 2 An den Himmel

Trait 3 An Wunder
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Appendix C:  
Lisrel Input Base Model

! group 1
Data ng=3  ni=9 no=1368 ma=cm
km file=sb-group-1-corr.corr
mean file=sb-group-1-mean.mean
sd  file=sb-group-1-sd.sd 
model ny=9 ne=9 nk=6  ly=fu,fi te=sy,fi ps=sy,fi be=fu,fi ga=fu,fi ph=sy,fi

! set lambdas of observed traits to 1, of not observed to 0
value 1 ly 1 1 ly 2 2 ly 3 3 ly 4 4 ly 5 5 ly 6 6 
value 0 ly 7 7 ly 8 8 ly 9 9 

! free error variances of all observed traits, set error variance of not observed to 1
fr te 1 1 te 2 2 te 3 3 te 4 4 te 5 5 te 6 6 
value 1 te 7 7 te 8 8 te 9 9

! free trait gammas
fr ga 1 1 ga 2 2 ga 3 3 ga 4 1 ga 5 2 ga 6 3 ga 7 1 ga 8 2 ga 9 3

! set method gammas to 1
value 1  ga 2 4 ga 5 5 ga 8 6 ga 1 4  ga 4 5 ga 7 6 
value 1 ga 3 4 ga 6 5 ga 9 6

! set trait variances to 1
value 1 ph 1 1 ph 2 2 ph 3 3

! free correlations among traits
fr ph 2 1 ph 3 1 ph 3 2 

! free method variances
fr ph 4 4 ph 5 5 ph 6 6

pd
out mi iter= 5000 adm=off sc ec

! group 2
Data ni=9 no=1357  ma=cm
km file=sb-group-2-corr.corr
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mean file=sb-group-2-mean.mean
sd  file=sb-group-2-sd.sd 
model ny=9 ne=9 nk=6 ly=fu,fi te=sy,fi ps=in be=in ga=in ph=in

! set lambdas of observed traits to 1, of not observed to 0
va 1 ly 4 4 ly 5 5 ly 6 6 ly 7 7 ly 8 8 ly 9 9 
value 0 ly 1 1 ly 2 2 ly 3 3

! free error variances of all observed traits, set error variance of not observed to 1
fr te 4 4 te 5 5 te 6 6 te 7 7 te 8 8 te 9 9
va 1 te 1 1 te 2 2 te 3 3

equal te 1 4 4 te 4 4
equal te 1 5 5 te 5 5
equal te 1 6 6 te 6 6

pd
out mi iter= 5000 adm=off sc ec

! group 3
Data ni=9 no=923 ma=cm
km file=sb-group-3-corr.corr
mean file=sb-group-3-mean.mean
sd  file=sb-group-3-sd.sd 
model ny=9 ne=9 nk=6 ly=fu,fi te=sy,fi ps=in be=in ga=in ph=in

fr te 1 1 te 2 2 te 3 3 te 7 7 te 8 8 te 9 9
va 1 ly 1 1 ly 2 2 ly 3 3 ly 7 7 ly 8 8 ly 9 9 te 4 4 te 5 5 
va 1 te 6 6

value 0 ly 4 4 ly 5 5 ly 6 6 

equal te 1 1 1 te 1 1
equal te 1 2 2 te 2 2
equal te 1 3 3 te 3 3
equal te 2 7 7 te 7 7
equal te 2 8 8 te 8 8
equal te 2 9 9 te 9 9

pd
out mi iter= 5000 adm=off sc ec 
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Appendix D:  
Final Lisrel model adjustments, fit and JRule evaluation

Experiment Mode Model adjustments
(in LISREL notation) df χ2 p-

value RMSEA CFI JRule

Environ- 
mental  
attitudes

Both FR GA14 GA76 PH44(G3) 108 70.43 0,998 0,00 1,00 None

Web FR GA14 GA76 PH44(G3) 108 79.56 0,982 0,00 1,00 2

Mail FR GA14 GA45 GA76 108 78.95 0,984 0,00 1,00 6

Super 
natural  
beliefs

Both FR TE66(G2) 110 297.19 0,000 0,04 0,99 4

Web VA 0 TE99(G3)* 112 231.61 0,000 0,04 0,99 2

Mail FR GA34 110 108.57 0,521 0,00 1,00 None

*Note: When looking for a suitable model to analyse the answers of online respondents 
in Experiment 2, the best solutions found still resulted in a small negative error variance 
of the observed variable measuring trait 3 with method 3 (te 9 9), equal to -.01. However, 
given the fact that fixing this parameter to zero neither substantially affects the resulting 
estimates nor the fit of the model, we decided to accept the model with this parameter fixed 
to zero as our final solution in this case.
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Appendix E:  
Reliability, validity, and quality estimates for the different 
traits and methods for both experiments by mode

Reliability Validity Quality
T1 T2 T3 Avg T1 T2 T3 Avg T1 T2 T3 Avg

Experiment: Environmental Attitudes
Both modes
M1 (Time 1) .76 .76 .81 .77 .96 .90 .92 .93 .73 .68 .75 .72
M1 (Time 2) .77 .79 .83 .80 .92 .76 .83 .84 .71 .60 .69 .67
M2 .81 .83 .86 .83 .86 .85 .86 .86 .70 .70 .75 .72
M3 .85 .83 .85 .84 1.00 .98 .98 .99 .85 .81 .83 .83

Web
M1 (Time 1) .77 .79 .83 .80 .98 .90 .94 .94 .76 .71 .78 .75
M1 (Time 2) .77 .81 .85 .81 .94 .79 .86 .87 .73 .64 .73 .70
M2 .86 .85 .88 .86 .90 .86 .90 .89 .78 .73 .80 .77
M3 .86 .83 .85 .85 .98 .98 .98 .98 .85 .81 .83 .83

Mail
M1 .77 .72 .77 .76 .86 .71 .77 .78 .67 .51 .60 .59
M2 .76 .81 .86 .81 .77 .83 .85 .82 .59 .67 .73 .66
M3 .86 .83 .83 .84 1.00 .90 .90 .94 .86 .75 .75 .79

Experiment: Supernatural Beliefs
Both modes
M1 .96 .96 .94 .95 .94 .94 .94 .94 .90 .90 .89 .90
M2 (Time 1) .96 .94 .94 .95 .96 .94 .94 .95 .92 .89 .89 .90
M2 (Time 2) .96 .94 .88 .93 .96 .94 .94 .95 .92 .89 .83 .88
M3 .98 1.00 .98 .99 1.00 1.00 1.00 1.00 .98 1.00 .98 .99

Web 
M1 .96 .96 .92 .95 .94 .94 .94 .94 .90 .90 .87 .89
M2 .96 .94 .94 .95 .96 .94 .94 .95 .92 .89 .89 .90
M3 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

Mail 
M1 .98 .96 .90 .95 .94 .92 .94 .93 .92 .89 .85 .89
M2 .94 .94 .88 .92 .94 .92 .92 .93 .89 .87 .81 .86
M3 .98 1.00 1.00 .99 .98 .98 .98 .98 .96 .98 .98 .97

Note: M=Method, T=Trait, M1=7-point fully labelled horizontal, no scale definition; 
M2=101-point numerical open-ended scale, scale definition present; M3=11-point partially 
labelled horizontal, scale definition present; Avg=Average.
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Methods for collecting and analysing cross-national and cross-group survey data 
have advanced considerably in the past two decades (Harkness et al., 2010; Hark-
ness, van de Vijver, & Mohler, 2003; Johnson, Pennell, Stoop, Ineke, & Dorer, 
2019). A critical component of comparative survey research is the assessment of 
measurement invariance, also called measurement equivalence. Measurement 
invariance refers to the notion that survey-based measures capture the same under-
lying constructs in different groups, and thus survey estimates for these groups 
offer a valid basis for comparison (Davidov, Meuleman, Cieciuch, Schmidt, & Bil-
liet, 2014). Indeed, comparative research in the social and behavioural sciences 
has been seized by the question of measurement invariance. There is now a wide-
ranging, multi-disciplinary literature on the cross-national measurement invariance 
(or non-invariance) of core values (Cieciuch, Davidov, Vecchione, Beierlein, & 
Schwartz, 2014; Zercher, Schmidt, Cieciuch, & Davidov, 2015), personality traits 
(Marsh, Nagengast, & Morin, 2013), and attitudes toward a wide range of political 
concepts and policy issues such as support for democracy (Ariely & Davidov, 2011), 
the welfare state (Stegmueller, 2011) and foreign policy attitudes (Gravelle, Reifler, 
& Scotto, 2017, 2020).

Existing research on measurement invariance has thus tended to focus on con-
cepts of interest to academic sociologists, political scientists, and psychologists. 
Consequently, the substantive focus of this literature has little engaged researchers 
and practitioners focused on measuring, modelling, and comparing customer feed-
back, which as a seminal text on survey research methods observes, is a core appli-
cation of survey research (Dillman, Smyth, & Christian, 2014, pp. 462–463). This 
is not to say that customer research practitioners have failed to consider the issue 
of measurement invariance. Existing customer research nevertheless has marked 
limitations, having examined only single industries (Ueltschy, Laroche, Tamilia, & 
Yannopoulos, 2004), single countries (Fornell, Johnson, Anderson, Cha, & Everitt 
Bryant, 1996; Klaus & Maklan, 2013), or considered concepts with a narrow remit 
such as consumer ethnocentrism (Steenkamp & Baumgartner, 1998) instead of cen-
tral constructs like customer loyalty and customer experience. Indeed, the premise 
of long-running, cross-industry measures of customer sentiment such as the Ameri-
can Customer Satisfaction Index (Fornell et al., 1996) is that such inter-firm and 
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inter-industry comparisons yield comparable scores and serve as valid benchmarks. 
Still, the validity of such measures across industries and firms is assumed rather 
than tested. This working assumption persists even though there is a prima facie 
argument for the incomparability of measures of customer sentiment: durable con-
sumer goods, travel, hospitality, retail shopping and financial services imply quali-
tatively different (and potentially incommensurate) customer experiences. Despite 
this, existing research has not presented simultaneously cross-national and cross-
industry evidence of the measurement invariance of customer sentiment using 
modern confirmatory factor analysis tools – the preferred approach for testing mea-
surement invariance – to validate this working assumption (cf. Yu & Yang, 2015).

To advance the current state of customer survey research, this article brings 
current thinking about cross-group comparisons and modern tools of multi-group 
confirmatory factor analysis (MGCFA) to the measurement of customer loyalty and 
customer experience across countries and industries. It draws on large-scale sur-
vey data from the United States, United Kingdom, and Canada with measures of 
customer loyalty and experience for firms in multiple industries to assess the cross-
group measurement invariance of customer sentiment, with “group” defined here 
as, alternately, firms, industries, and countries. In brief, it finds support for strict 
measurement invariance of customer loyalty and customer experience across firms 
(or brands) and industries, as well as across the countries studied. 

Measuring Customer Loyalty and Customer 
Experience
The existing research literature on customer sentiment and customer behaviour is 
vast, offering up a veritable cacophony of competing theoretical models and empiri-
cal measures. Indeed, marketing research and management consulting firms are the 
same, with every firm advancing its own perspective on the optimal questions to 
gauge customer sentiment, and that are meant to serve as antecedents of customer 
behaviours of interest: customer retention, repeat purchasing, and share of wallet 
(e.g., Reichheld, 2003; Yu & Yang, 2015).

Customer loyalty has been described as a favourable attitude toward a brand 
that differentiates it from competing brands (Dick & Basu, 1994), and as the com-
posite of beliefs, affect, and intentions toward a brand (Oliver, 1999). Defined in 
this way, customer loyalty refers to attitudinal loyalty, and is distinguishable from 
behavioural loyalty, which refers to repeat patronage or repeat purchasing (Watson, 
Beck, Henderson, & Palmatier, 2015). Only the former is strictly a survey-based 
measurement, while the latter may be measured using business operational data 
or as a self-reported behaviour in a survey setting (allowing for some measure-
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ment error). A closely related concept, customer satisfaction, is understood as the 
alignment between initial customer expectations and firm performance (Fornell et 
al., 1996). Different approaches to customer sentiment conceive the relationship 
between customer satisfaction and customer loyalty differently. In some models, 
customer satisfaction and customer loyalty are conceived as distinct concepts (Dick 
& Basu, 1994; Fornell et al., 1996). Still other models – especially those current in 
applied customer research – subsume customer satisfaction under customer loyalty, 
treating satisfaction as an indicator of loyalty, along with self-reported measures of 
one’s likelihood to recommend a brand (word-of-mouth intention) and likelihood 
to repurchase a brand (repurchase intention). Empirical analyses indicate that mea-
sures of customer satisfaction, likelihood to recommend, and likelihood to repur-
chase measure the same underlying concept (Yu & Yang, 2015).

Customer experience can be defined as customers’ internal affective, cog-
nitive, emotional, and sensorial responses to engagement with a brand (Brakus, 
Schmitt, & Zarantonello, 2009; Lemon & Verhoef, 2016). A variety of measures 
have been proposed as capturing different facets of customer experience. These 
include perceptions of the quality of service interactions (across touchpoints, and at 
different points in the customer journey), perceptions of product design and quality, 
value in comparison to other brands, feeling of confidence in the brand, and feel-
ing that the brand or firm cares about one as a customer (Klaus & Maklan, 2013; 
Lemon & Verhoef, 2016; Schwager & Meyer, 2007; Yu & Yang, 2015). Customer 
experience is thus theorised as distinct from (and an antecedent of) customer loy-
alty (Klaus & Maklan, 2013; Lemon & Verhoef, 2016).

These theoretical considerations informed the selection of survey items 
intended to measure customer loyalty and customer experience. Customer loyalty 
is operationalised using survey items capturing customers’ overall satisfaction, 
likelihood to repurchase, and likelihood to recommend a brand, which aligns with 
industry-standard measures also used by Yu and Yang (2015). Adapting existing 
survey items designed to measure customer experience, it is operationalised here as 
customers’ perceptions of a brand meeting their expectations, its value for money, 
comparisons to other brands, the brand delivering what it promises, and how much 
the brand cares about them as a customer (see, e.g., Klaus & Maklan, 2013; Yu & 
Yang, 2015). The measurement of customer loyalty and customer experience can 
thus be depicted in the two-factor model shown in Figure 1.

Data
To assess the cross-firm, cross-industry, and cross-national measurement invari-
ance of the model of customer loyalty and customer experience depicted above, 
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online surveys were conducted in the United States, United Kingdom, and Can-
ada on 31 October–25 November 2019 using SurveyMonkey’s endpage recruit-
ment methodology. More than 2 million people around the world complete surveys 
designed by individuals, community organisations, and businesses using the Sur-
veyMonkey online survey platform every day. This stream of survey respondents 
serves as an opportune recruitment pool for additional surveys (see, e.g., Chen, Val-
liant, & Elliott, 2019; Clinton, Cohen, Lapinski, & Trussler, 2021). After complet-
ing a survey on the SurveyMonkey platform, randomly selected respondents from 
the targeted countries (identified using their internet protocol (IP) addresses) were 
presented with a survey completion web page (endpage) inviting them to then com-
plete another survey. (At the time of survey data collection, the endpage recruit-
ment methodology was only available in these three countries.)

Five different surveys were administered in each country, each focusing on 
a specific industry: passenger airlines, hotels, consumer electronics, retail, and 
banking. These five industries represent major consumer-facing industries offer-
ing a selection of brands (or competing firms) in each national market. They also 
represent five of the seven industry groups represented in the ACSI: transporta-
tion, services, consumer durables, retail and finance (Fornell et al., 1996). Still, the 
industries and firms included in the surveys are not intended to be an exhaustive 
set. Respondents were first asked about their experiences (whether airline travel, 
hotel stays, purchases, or banking) with specific nationally leading or global com-
panies and brands in the past 12 months. These included well-known brands such 
as American Airlines, British Airways, Air Canada, Hilton, Marriott, Apple, Sam-

 Figure 1 MGCFA Model of Customer Loyalty and Customer Experience
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sung, Best Buy, Wal-Mart, Bank of America, HSBC, and Royal Bank of Canada 
(the complete list of brands is reported in Tables A1 and A2 in the appendix). Those 
who reported engaging with a particular brand in the past 12 months were then 
asked a series of industry-standard questions measuring attitudinal customer loy-
alty: likelihood to recommend the brand – the widely-used “Net Promoter” ques-
tion (Reichheld, 2003) – along with overall satisfaction with the brand, and like-
lihood to repurchase the brand. The surveys also asked about five key elements 
of customer experience: meeting expectations, value for money, comparisons to 
other brands, delivering what the brand promises, and how much the brand cares 
about you as a customer. All questions were asked using five-point, fully-labelled 
survey scales with the exception of likelihood to recommend which used the pre-
scribed 0–10 scale, which was then recoded into the three categories specified by 
Reichheld (2003): “detractor” (0–6), “neutral” (7–8), and “promoter” (9–10). These 
eight questions are summarised in Table 1; full survey item wording appears in the 
appendix. The surveys were administered in English in the US and UK, and in both 
English and French in Canada. These samples were weighted (using weight rak-
ing) to be demographically representative of the national adult (18 years and older) 
populations across age, sex, region, and educational attainment categories (raking 
on race and ethnicity was also done in the US).

Though SurveyMonkey’s endpage recruitment methodology differs from 
online opt-in panels, and has more in common river sampling methods, we can nev-
ertheless calculate equivalent survey participation rates (AAPOR 2016), also called 
completion rates (Callegaro & Disogra, 2008), since the number of SurveyMonkey 
endpage views (functionally the survey invitation), click-throughs, and the number 
of completed surveys are all known quantities. The overall completion rate is thus 
calculated as 3.4 percent.

In total, 25,953 out of 41,581 respondents (or 62.4 percent) provided customer 
ratings, with 44,677 customer ratings collected for 60 brands across the five indus-
tries (airlines: n = 5,756; hotels: n = 6,796; consumer electronics: n = 8,347; retail: 
n = 16,638; banking: n = 7,140) and three countries (US: n = 12,392; UK: n = 
14,974; Canada: n = 17,311). The number of ratings per brand range between 109 
and 3,675, and the mean number of ratings per respondent (providing at least one 
brand rating) is 1.72.

It is important to acknowledge that these samples were recruited in a non-
probabilistic manner. While some studies comparing probability and non-probabil-
ity samples have concluded that they yield different sample point estimates (Mal-
hotra & Krosnick, 2007; Yeager et al., 2011), other studies find few substantively 
meaningful differences (Ansolabehere & Schaffner, 2014; Sanders, Clarke, Stewart, 
& Whiteley, 2007). More germane to the present study, though, is the assessment 
of the measurement characteristics of a set of confirmatory factor models (more on 
this below) than sample point estimates for individual survey items. It is also worth 
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noting the prevalence of non-probability samples in many marketing research and 
customer research applications. Given this focus on the factor structure in a cus-
tomer research context, the samples collected by the endpage methodology are 
deemed to be fit for purpose (Baker et al., 2013).

Methods
Following from the conceptualisation of customer loyalty and customer experience 
presented in Figure 1 above, the models tested comprise two latent variables (or 
factors) corresponding to these two overarching concepts. In line with prevailing 
practice for testing measurement invariance, this two-factor model is analysed in 
a multi-group confirmatory factor analysis (MGCFA) framework (Davidov et al., 
2014). As MGCFA is part of a broader structural equation modelling (SEM) frame-
work, confirmatory factor analysis (CFA) differs from the more widely-employed 
exploratory factor analysis (EFA) by requiring the modeller to specify a factor 
model and the items measuring (i.e., that “load on”) a given factor (Kline, 2016).

The typical practice for testing measurement invariance involves moving 
through a sequence of nested, increasingly constrained model specifications reflect-
ing higher degrees of invariance while assessing overall model fit. Configural 
invariance is achieved when all groups have the same salient (non-zero) and non-
salient (near-zero) factor loadings; no cross-group equality constraints are imposed. 
Configural invariance allows us to conclude that the same latent constructs exist 

Table 1 Summary of Customer Loyalty/Experience Survey Items

Customer Loyalty

Likelihood to recommend brand (0–10, recoded into 0–6 [1], 7–8 [2], 9–10 [3])

Overall satisfaction with brand (1–5)

Likelihood to repurchase brand (industry-specific wording) (1–5)

Customer Experience

Brand met expectations (1–5)

Value for money provided by brand (1–5)

How does brand compare to other brands in industry (1–5)

How often does brand deliver what they promise (1–5)

How much does brand care about you as a customer (1–5)
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in all groups, but formal cross-group comparisons (e.g., of mean scores on those 
constructs) cannot be made. Metric invariance (or weak measurement invari-
ance) requires good model fit while constraining factor loadings to be equal across 
groups. This allows for regression coefficients (e.g., structural relations between 
latent constructs) to be meaningfully compared between groups. Scalar invariance 
(or strong measurement invariance) requires good model fit while constraining fac-
tor loadings as well as item intercepts (or thresholds) to be equal across groups. This 
allows latent variable means meaningfully compared across groups (Davidov et al., 
2014; Steenkamp & Baumgartner, 1998). Error variances (also called measurement 
residuals or residual variances) can be constrained to equality to test error variance 
invariance. Error variance invariance (or strict measurement invariance) allows us 
to conclude that a set of items serve as equally reliable indicators of the latent con-
structs in all groups (Steenkamp & Baumgartner, 1998). The forms of measurement 
equivalence described above can be subsumed under the heading of exact mea-
surement invariance. Recent extensions of measurement invariance testing have 
investigated more flexible alternatives to exact measurement invariance, including 
approximate measurement invariance (Cieciuch, Davidov, Schmidt, Algesheimer, 
& Schwartz, 2014) and the alignment method (Asparouhov & Muthén, 2014). Given 
the focus here on making clear, direct comparisons of customer sentiment across 
countries, industries, and brands, the analysis here remains focused on exact mea-
surement invariance.

The modelling approach pursued here thus entails testing in turn configural, 
metric, scalar, and scalar plus error variance invariance. Separate sets of MGCFA 
models are also fit where the groups comprise the 60 brands (or firms), five indus-
tries, and three countries, thus testing different levels of measurement invariance 
across different dimensions: brands, industries, and national contexts. Several of 
the ordinal survey items exhibit significant skew, with a preponderance of high 
scores reflecting positive brand experiences. Given the skew exhibited by the data, 
treating the survey data as continuous and estimating the MGCFA models by maxi-
mum likelihood is not advised (Rhemtulla, Brosseau-Liard, & Savalei, 2012). The 
survey data are therefore treated as categorical, and all models are estimated by 
robust weighted least squares (Finney & DiStefano, 2013) using Mplus version 8.1 
(Muthén & Muthén, 2017).

Concerning the assessment of overall model fit, the SEM and CFA literatures 
distinguish between measures of absolute fit – in particular, the model chi-square 
statistic – and approximate fit indices. Given the very large sample employed here, 
experienced structural equation modellers would expect model chi-squares to have 
little utility in practice: with large sample sizes, chi-square statistics routinely indi-
cate model misfit for otherwise acceptable models. Approximate fit indices – partic-
ularly the comparative fit index (CFI), the root mean square error of approximation 
(RMSEA), and the standardised root mean square residual (SRMR) – are therefore 
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more useful in assessing model fit (Kline, 2016). Widely-used cut-off values for 
these fit indices were proposed by Hu and Bentler (1999); these are CFI ≥ 0.95, 
RMSEA ≤ 0.05 (or ≤ 0.06), and SRMR ≤ 0.08. An earlier proposal of Browne and 
Cudeck (1993) proposed RMSEA ≤ 0.08 as indicating acceptable model fit. Several 
authors, however, have argued against rigid cut-off values (regardless of the values 
chosen) or reliance on any single model fit index (e.g., F. Chen, Curran, Bollen, 
Kirby, & Paxton, 2008).

In addition to considering overall model fit, the methodological literature on 
measurement invariance also provides guidelines on incremental (or relative) model 
fit – that is, the change in model fit from a less constrained to a more constrained 
model (e.g., from configural invariance to metric invariance, or from metric invari-
ance to scalar invariance). Initial work by Chen (2007) based on models comprising 
a single factor, two groups, and estimation by maximum likelihood proposed the 
following guidelines for the permissible change in the model fit indices: ΔCFI ≥ 
-0.01, ΔRMSEA ≤ 0.015, and ΔSRMR ≤ 0.03. Extending this work to consider 
multiple factors, several groups, and categorical indicators (as in the present study), 
Rutkowski and Svetina (2017) have proposed ΔRMSEA ≤ 0.05 for metric equiva-
lence and ΔRMSEA ≤ 0.01 for scalar equivalence, while advising against the use 
of ΔCFI on account of its poor performance (their study did not examine ΔSRMR).

Accordingly, the approach to assessing model fit employed here entails exam-
ining the CFI, RMSEA, and SRMR model fit indices together to assess overall fit 
while also examining incremental fit, focusing on ΔRMSEA and ΔSRMR using 
current guidelines. In all cases, proposed cut-off values (for both overall and incre-
mental model fit) are used as guides as opposed to rigid rules.

Results
Examining the MGCFA results for the analyses by brand, industry, and country, 
the model chi-square statistics (as expected) would lead one to conclude that none 
of the models achieve good fit (see Table 2). By contrast, the CFI, RMSEA, and 
SRMR model fit indices suggest good (or at a minimum, acceptable) fit. 

For the MGCFA conducted with the 60 measured brands comprising the 
groups, the configural and metric invariant models both achieve good overall 
fit based on CFI (≥ 0.95) and SRMR (≤ 0.08); RMSEA indicates acceptable fit 
(≤ 0.08). At a minimum, then, valid comparisons of the structural relationship 
between customer loyalty and customer experience can be made across firms. Still, 
benchmarking (i.e., comparing mean scores) on customer loyalty and customer 
experience metrics across firms is more typically the aim of customer research 
practitioners. This requires scalar invariance. The scalar invariant model again 
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indicates good overall fit according to the CFI (0.988) and SRMR (0.030); the 
RMSEA (0.064) points to increased misfit, though still yielding acceptable overall 
fit. The error variance invariant model is still further constrained, but still yields 
acceptable model fit (CFI = 0.986, RMSEA = 0.064, SRMR = 0.037). In terms of 
incremental model fit, the results for the metric invariance model are ΔRMSEA 
= -0.060 and ΔSRMR = 0.001 – well below the ΔRMSEA ≤ 0.05 and ΔSRMR 
≤ 0.03 cut-offs. Change in model fit for the scalar invariance model is ΔRMSEA 
= 0.009 and ΔSRMR = 0.021, while change in model fit for the scalar plus error 
variance invariance model is ΔRMSEA = 0 and ΔSRMR = 0.007, thus meeting 
the ΔRMSEA ≤ 0.01 and ΔSRMR ≤ 0.03 cut-offs. Taking in the results of the 
overall and incremental measures of model fit, then, one can conclude that latent 
variable scores for customer loyalty and customer experience can be meaningfully 
compared across very different products and services – whether Apple or American 
Airlines, Best Buy or Barclays, Marriott or Marks and Spencer. Further, the three 
indicators of customer loyalty and five indicators of customer experience used here 
exhibit the same measurement properties across brands.

Not only does the MGCFA model fit across a wide variety of brands, it also fits 
across the five industries under study. With the groups comprised of the five indus-
tries, all model specifications – configural, metric, scalar, and scalar plus error vari-
ance invariance – achieve good overall model fit based on the guidelines for CFI 
(≥ 0.95), RMSEA (≤ 0.05), and SRMR (≤ 0.08) fit indices. Despite the highly con-
strained model specification, the error variance invariant model still indicates good 
model fit, with CFI = 0.990, RMSEA = 0.048, and SRMR = 0.023. The metric 
invariance model easily meets the guidelines for good incremental model fit with 
ΔRMSEA = -0.070 and ΔSRMR = 0. Change in model fit for the scalar invariance 
model (ΔRMSEA = 0.004, ΔSRMR = 0.006) and for the scalar plus error variance 
invariance model (ΔRMSEA = 0.001, ΔSRMR = 0.004) also indicate good incre-
mental model fit. Substantively, then, latent variable scores for customer loyalty 
and customer experience can be compared directly across airline travel, hotel stays, 
consumers electronics brands, retailers, and banks.

Customer loyalty and customer experience can be similarly compared across 
the US, UK, and Canada. Each of the configural, metric, scalar, and scalar plus 
error variance invariance model exhibit good overall model fit. As with the indus-
try groups, the highly constrained error variance invariant model achieves good 
model fit across countries, with CFI = 0.997, RMSEA = 0.027, and SRMR = 0.013. 
The metric invariance model exhibits good incremental model fit with ΔRMSEA 
= -0.070 and ΔSRMR = 0, as do the scalar invariant model with ΔRMSEA = 
-0.011 and ΔSRMR = 0.001, and the scalar plus error variance invariant model 
with ΔRMSEA = -0.001 and ΔSRMR = 0.001. These are important findings for 
large firms with global footprints and global customer bases. It implies that core 
customer metrics travel across the different national contexts studied. For customer 
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research practitioners, it similarly implies that there is little need for industry-spe-
cific customer metrics.

Looking at the standardised factor loadings for the scalar plus error variance 
invariance (strict measurement invariance) MGCFA models, it is worth pointing 
out that they are consistently high (see Table 3). Across groups by brand, industry, 
and country, and across all items, factor loadings range between 0.757 and 0.954. 
The items thus serve as good measures of customer loyalty and customer experi-
ence, respectively. It is also worth noting the standardised correlations between 
customer loyalty and customer experience factors, which range between 0.831 and 
0.992 for specific brands; slightly narrower ranges are seen for the industry- and 
country-grouped models. These high correlations might suggest a lack of discrimi-
nant validity to readers accustomed to lower factor correlations, though such high 
correlations are common in customer research (e.g., Fornell et al., 1996). More to 
the point, these data pass the conventional CFA test of discriminant validity where 
the factor correlation is constrained to be equal to 1, implying a one-factor model. 
This test is highly significant (χ2 = 2,069.515, d.f. = 1, p < 0.001), indicating that a 
one-factor model has significantly worse fit than a two-factor model. A two-factor 
model thus remains preferable despite the high standardised correlation between 
the customer loyalty and customer experience factors.

Conclusion
The question motivating this article was whether widely used measures of customer 
loyalty and customer experience translate across, firms (or brands), industries, and 
countries. This question has immense practical importance for firms seeking to 
win and retain customers, to benchmark their performance against competitors, or 
to benchmark their performance in different markets. Without a rigorous basis for 
comparisons of customer loyalty and customer experience across competing brands, 
or comparisons of brand performance across countries – that is, without measure-
ment invariance – one could truly be relying on an apples-to-oranges comparison to 
make critical business decisions. Indeed, a great deal of applied customer research 
is premised on the comparability of survey-based measures of customer sentiment, 
even though airline flights, hotel stays, smartphones, retail shopping, and everyday 
banking imply qualitatively different experiences.

The goal of this article, then, was to advance the literatures on customer 
research and consumer behaviour (as well as the literature on cross-national sur-
vey research more broadly) by presenting the first large-scale study of cross-firm, 
cross-industry, and cross-national measurement invariance of customer sentiment 
using MGCFA tools. The analyses presented here indicate that rigorous quanti-
tative comparisons are in fact well-grounded. Whether examined across brands, 
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industries, or countries, a simple two-factor model comprising customer loyalty 
and customer experience exhibits scalar plus error variance invariance (strict mea-
surement invariance), providing a firm basis for cross-group comparisons. These 
results should be welcomed by customer research practitioners, since they imply 
that industry-standard measures of customer sentiment exhibit robust measurement 
properties.

These results should nevertheless be interpreted in light of the finite number 
of industries examined. Extending this research to other industries – for example, 
the automotive sector, insurance, computer software, restaurants, and consumer 
packaged goods, among others – would assist in reconfirming or qualifying the 
findings presented here. Similarly, the number of countries included in the analy-
ses is finite. In particular, it is important to acknowledge that the US, UK, and 
Canada all comprise English-speaking majorities, meaning this study has largely 
set aside the question of cross-language measurement invariance (but see Yu & 
Yang, 2015). Testing the measurement invariance of customer loyalty and customer 
experience across a larger number of countries and languages, as others have done 
on other substantive topics (e.g., Davidov & De Beuckelaer, 2010; Gravelle et al., 
2017, 2020), would be a valuable test of the model advanced here.

More broadly, this article argues that survey researchers engaged in applied 
customer research – perhaps employed as an in-house analyst charged with assess-
ing their firm’s position in the marketplace vis-à-vis competing brands, or as a mar-
keting researcher consulting to a large firm with a global customer base – should 
be concerned with the question of cross-group measurement invariance, and ought 
to examine it explicitly instead of leaving it as an untested assumption. This article 
provides a demonstration of how to do so using current MGCFA techniques.
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Appendix A: 

Survey Questionnaires

[AIRLINES:] In the past 12 months, which of the following airlines have you trav-
eled on? (Please select all that apply.)

[HOTELS:] In the past 12 months, which of the following hotel chains have you 
stayed at? (Please select all that apply.)

[CONSUMER ELECTRONICS:] In the past 12 months, have you purchased any 
consumer electronics (for example, a television, desktop computer, laptop, tablet, 
smartphone, wearable device) from any of the following brands? (Please select all 
that apply.)

[RETAIL:] In the past 12 months, which of the following stores have you shopped 
at? (Please select all that apply.)

[BANKING:] In the past 12 months, have you done any banking (through a check-
ing account, savings account, mortgage, or personal line of credit) with any of the 
following banks or financial institutions? (Please select all that apply.)

How likely is it that you would recommend [BRAND] to a friend or colleague?

0 – Not at all likely
1
2
3
4
5
6
7
8
9
10 – Extremely likely

Overall, how satisfied or dissatisfied are you with [BRAND]?
Very satisfied
Somewhat satisfied
Neither satisfied nor dissatisfied
Somewhat dissatisfied
Very dissatisfied



209 Gravelle: Measurement Invariance of Customer Loyalty and Experience

How likely are you to [AIRLINES: travel with BRAND again] [HOTELS: stay at 
BRAND again] [ELECTRONICS: purchase BRAND products again] [RETAIL: 
shop at BRAND again] [BANKING: continue to bank with BRAND]?

Extremely likely
Very likely
Moderately likely
Slightly likely
Not at all likely

How well have your experiences with [BRAND] met your expectations?
Much better than expected
Better than expected
About what I expected
Worse than expected
Much worse than expected

How would you rate the value for money provided by [BRAND]?
Excellent
Above average
Average
Below average
Poor

How does [BRAND] compare to other [AIRLINES: airlines] [HOTELS: hotel 
companies] [ELECTRONICS: consumer electronics companies] [RETAIL: stores] 
[BANKING: banks]? Are they...?

Much better
Better
About the same
Worse
Much worse

How often does [BRAND] deliver what they promise?
Always
Usually
Sometimes
Rarely
Never

How much does [BRAND] care about you as a customer?
A great deal
A lot
A moderate amount
A little
Not at all
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Abstract
There has been much interest in using social media to track public opinion. We introduce 
a higher level of scrutiny to these types of analyses, specifically looking at the relationship 
between presidential approval and “Trump” tweets and developing a framework to inter-
pret its strength. We use placebo analyses, performing the same analysis but with tweets 
assumed to be unrelated to presidential approval, to assess the relationship and conclude 
that the relationship is less strong than it might otherwise seem. Secondly, we suggest fol-
lowing users longitudinally, which enables us to find evidence of a political signal around 
the 2016 presidential election. For the goal of supplementing traditional surveys with social 
media data, our results are encouraging, but cautionary.
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Surveys are critical for understanding public opinion and setting public policy. 
While asking survey questions to samples designed to represent the entire popula-
tion has been very successful for many years, surveys are becoming increasingly 
costly to perform and response rates are declining (e.g. de Leeuw and de Heer 
(2002)). One proposed alternative to traditional surveys, as laid out by the AAPOR 
task force on big data (Murphy, et al., 2014), is to use data gathered from social 
media to supplement or in some cases replace traditional surveys (Hsieh & Murphy, 
2017). 

Early analyses were promising, finding high correlations when tracking public 
opinion surveys with tweets containing a given keyword. For example, O’Connor, 
Balasubramanyan, Routledge, & Smith (2010) found high correlations between 
sentiment of tweets from 2008-2009 containing the word “jobs” and survey-based 
measures of consumer confidence, as well as a high correlation between the senti-
ment of tweets from 2009 containing the word “Obama” and survey-based mea-
sures of presidential approval. Cody, Reagan, Dodds, & Danforth (2016) found 
similar correlations using more recent tweets through 2015. Daas & Puts (2014) 
found high correlations between sentiment of various subsets of Dutch social media 
messages and consumer confidence in the Netherlands. These findings suggest 
there may be an underlying relationship between data extracted from social media 
and public opinion surveys.

However, inconsistencies in these initial analyses warrant skepticism in under-
lying relationships between social media data and survey responses. In O’Connor et 
al. (2010), a high correlation is observed between Obama’s standing in 2008 presi-
dential election polls and the frequency---but not sentiment---of “Obama” tweets. 
Surprisingly, however, O’Connor et al. (2010) also found a positive correlation 
between Obama’s standing in election polls and the frequency of tweets that con-
tain the word “McCain”. O’Connor et al. (2010) did not find a relationship between 
“job” (as opposed to “jobs”) tweets or “economy” tweets and consumer confidence, 
raising concerns about the robustness of the findings.  Further confusing this issue, 
Cody et al. (2016) did find a relationship between “job” tweets and consumer confi-
dence, resulting in a set of subtly contradictory findings. Daas & Puts (2014) found 
correlations between Dutch consumer sentiment and various subsets of Dutch 
social media messages (such as messages containing pronouns, messages contain-
ing the most frequent spoken and written words in Dutch, and messages containing 
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the Dutch equivalents of “the” and “a/an”) that were just as strong as messages con-
taining words about the economy, raising red flags for whether the economic tweets 
were truly capturing consumer confidence.

Upon further analysis, the initial relationships that appear strong between 
Twitter data and public opinion surveys can easily fall apart. Conrad et al. (2019) 
further investigated the relationship between sentiment of “jobs” tweets and con-
sumer confidence, finding that seemingly small changes in sentiment calculation 
can drastically change the strength of the resulting relationship. Neither sorting 
“jobs” tweets into various categories (e.g. news/politics, job advertisements) (Con-
rad, et al., 2019) nor weighting survey responses to reflect the population of Twitter 
users (Pasek, Yan, Conrad, Newport, & Marken, 2018) restored the relationship. 
Furthermore, correlations between sentiment of “jobs” tweets and consumer confi-
dence were found to be unstable over time (Conrad, et al., 2019; Pasek, et al., 2018). 
Conrad et. al. concluded that correlations between consumer confidence and senti-
ment of “jobs” tweets as reported in O’Connor et al. were likely spurious. 

With the benefit of hindsight, it is perhaps not surprising that public opinion 
for select topics, such as the economy, can be difficult to obtain from social media. 
For example, even if a user’s “jobs” tweet is about the economy (as opposed to, for 
example, Steve Jobs), the user’s opinion about the economy is not always clear from 
the tweet. Tweets about politics, on the other hand, are often quite clear with regard 
to who or what a user supports or opposes. Therefore, if there is a strong, reliable 
signal present in Twitter that might be used to supplement traditional surveys, we 
might reasonably expect to find it in the political realm. In addition, there is some 
evidence that non-probability online survey panels produce plausible estimates of 
Americans’ political affiliation and ideology, despite very different sampling prac-
tices. Kennedy et al. (2016) compared the estimates of political affiliation and ide-
ology derived from responses to a questionnaire administered to samples from nine 
non-probability panels. All told essentially the same story about political affiliation 
(all somewhat overestimated the proportion of Democrats and somewhat underes-
timated the proportion of Independents) and ideology (Democrats were likely to 
favor a government that does more, within seven points of a gold standard based on 
telephone surveys of representative samples, and Republicans were likely to believe 
the government does too many things, within eight points of the gold standard). For 
these reasons, we focus our attention in this paper on tracking presidential approval, 
which we regard as “best-case scenario” for the goal of using social media data to 
supplement traditional surveys.

There are two main contributions in this paper. Our first contribution is meth-
odological. If social media are to be reliably used to track public opinion, there 
needs to be a method of evaluating the strength of associations between social 
media data and public opinion surveys. While the results of Conrad et al. (2019) 
and Pasek et al. (2018) cast doubt on the credibility of previously observed rela-
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tionships between Twitter sentiment and public opinion surveys, there remains a 
need for a systematic framework to interpret the strength of such relationships. To 
address this we propose the use of placebo analyses. The idea behind a placebo 
analysis is to replicate the primary analysis but using variables that are known to 
have no true relationship with the response. As an example of a placebo analysis, 
DiNardo & Pischke (1996) revisited a previous study that claimed wage differen-
tials were due to computer use in the workplace. When replacing the variable for 
computer use in the analysis with pen/pencil use, the estimated effect of pencil use 
on wage differentials was similar to the estimated effect of computer use. This casts 
doubt on the original claim that computers in the workplace were causing the wage 
differential since the true effect for the placebo variable (pencil use) should be zero. 
The implication of an estimated non-zero effect is that the original analysis was 
not credible, see Athey & Imbens (2017) for further details. We develop a frame-
work to evaluate and interpret the strength of observed correlations between social 
media sentiment and public opinion surveys by essentially performing multiple 
placebo tests.  In the context of presidential approval, we first calculate the correla-
tion between survey-based measures of presidential approval and the sentiment of 
tweets that contain the word “Trump”. In doing so, however, we adjust smoothing 
and lag parameters to obtain the best possible correlation, as is typically done in 
similar analyses (Conrad et al. 2019, O’Connor et al. 2010). Because we optimize 
over these parameters, it is difficult to interpret the strength of the resulting cor-
relation. We therefore compare our observed correlation to other correlations that 
are calculated in a similar way, but which are assumed to be spurious.  Using this 
framework, we conclude that while there may be a signal when tracking sentiment 
of tweets containing the word “Trump”, it is small and not obviously useful. These 
results cast doubt on whether Twitter data can reliably be used as a replacement for 
traditional surveys.

Our second contribution deals with the method in which social media data 
are obtained. As an alternative to the commonly used method of simply collecting 
tweets that contain a given keyword (e.g., “Trump”) irrespective of who is posting 
them, we propose following a set of politically active Twitter users over time. This 
method of collecting tweets is similar to Golder & Macy (2011), who tracked mood 
using up to 400 tweets for each of millions of users. By collecting tweets in this 
manner we can track changes in sentiment among a fixed set of users. We classify 
politically active Twitter users as a Democrat or Republican and find evidence of 
a political signal when tracking both the frequency and sentiment of these users’ 
tweets around the 2016 U.S. presidential election. 
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Relationship Between “Trump” Tweets and 
Presidential Approval
We obtain survey based measures of presidential approval from the website 
FiveThirtyEight.com, which aggregates multiple presidential approval surveys and 
weights each survey by sample size and pollster quality rating (based on historical 
accuracy in predicting election results and methodological standards) to obtain an 
overall measure of daily presidential approval (Silver, 2017). 

We scrape 1000 tweets per day containing the word “Trump” during the time 
period from January 20, 2017 through August 25, 2019. This particular interval 
started with the first day of the Trump administration and covered the following 
31 months. Sentiment of individual tweets is calculated using Vader, a rule-based 
sentiment method trained on tweets and shown to perform well at assessing senti-
ment of tweets (Hutto & Gilbert, 2014). Vader assigns a continuous sentiment score 
between -1 and 1 to each individual tweet. Vader takes into account multiple lexical 
features of the tweets (e.g. capitalization, punctuation, emojis), and therefore it was 
not necessary to perform any text cleaning of the tweets. 

We do not have access to individual presidential approval survey responses 
nor do we know the actual political opinions of each of the users that appear in our 
sample of 1000 “Trump” tweets per day. Therefore, we cannot perform linkage at 
an individual level, as is often done in political communication studies (De Vreese, 
Boukes, Schuck, Vliegenthart, Bos &  Lelkes, 2017). Instead, we search for an 
aggregate-level relationship between daily presidential approval and daily senti-
ment of “Trump” tweets over the given time period.

There is much variation in mean Twitter sentiment day-to-day. This variation 
is intrinsic to Twitter (that is, it cannot be simply attributed to our limited sampling 
of 1000 tweets per day; see Appendix A for details).  To address this daily varia-
tion, we introduce a smoothing parameter k: the smoothed Twitter sentiment for 
a given day is calculated by taking the average sentiment of that day and previ-
ous k-1 days. We also introduce a lag term L, shifting survey responses ahead or 
behind by L days. This tells us whether Twitter sentiment leads or lags presidential 
approval. We allow k to be in {1, 2,…,45} and L to be in {-30, -29,…,29, 30}. We 
choose k and L such that we obtain the highest correlation between sentiment of 
“Trump” tweets and presidential approval. We choose k and L in this manner for 
three reasons: (1) it is not clear a priori whether social media lags survey responses 
or vice versa and it is not clear what the optimal smoothing might be, (2) we want 
to give the political signal the best chance of emerging, and (3) similar methods 
were performed in previous analyses (e.g. O’Connor et al. (2010) and Cody et al. 
(2016)). An optimal smoothing of 45 days and lag of 30 days (meaning that Twitter 
sentiment lags presidential approval by 30 days) gives the maximum correlation of 
0.516 between sentiment of “Trump” tweets and presidential approval. While this is 
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not as high as previously observed correlations between “Obama” tweets and presi-
dential approval (0.73 in O’Connor et al. (2010) and 0.76 in Cody et al. (2016)), the 
correlation of 0.516 might still seem to suggest there is a relationship between senti-
ment of “Trump” tweets and presidential approval from 2017 through mid-2019.

The observed correlation of 0.516 appears to be moderately strong. However, 
we optimized over the smoothing and lag parameters, and trends in time-series 
data can artificially inflate correlations, so it is unclear how to interpret the strength 
of the 0.516 correlation. To accurately interpret the strength of this observed cor-
relation, we want to know how large the correlation would be if there were no 
underlying relationship between “Trump” tweets and presidential approval. To do 
this, we use a random sample of 5000 tweets per day from the same time frame. We 
first extract all words and symbols (such as emojis and numbers) that appear in at 
least one tweet per day in this data set. After removing stop words (e.g. “the”, “an”), 
we are left with 497 words and symbols. We call these placebo words, as the only 
relationships between sentiment of tweets containing a given placebo word and 
presidential approval are presumably spurious. There are some “Trump” tweets in 
our random sample of all tweets, but they constitute a small percentage of our ran-
dom sample. For each of these placebo words we repeat the same analysis as we did 
with the “Trump” tweets.  That is, using tweets that contain a given placebo word, 
we adjust smoothing and lag such that we obtain the maximum absolute correlation 
between sentiment of tweets containing the placebo word and presidential approval. 
Due to the method in which placebo words are extracted, the daily sample size of 
tweets varies from day to day and is often less than the 1000 tweets per day as with 
the “Trump” tweets. Further discussion of optimal smoothing and lag parameters 
is given in Online Appendix B. This results in 497 placebo correlations. We call 
the set of these correlations the reference distribution. Figure 1 gives the reference 
distribution. The reference distribution is bimodal. This is because we manipulate 
the smoothing and lag parameters to find the optimal correlation (in absolute value) 
between sentiment of tweets containing each of the placebo words and presidential 
approval. To assess the strength of the relationship between “Trump” tweets and 
presidential approval, we compare the observed correlation in relation to the refer-
ence distribution. If there truly is a relationship between sentiment of “Trump” 
tweets and presidential approval, the observed correlation should be much larger 
than nearly all of the placebo correlations. Our observed correlation of 0.516 is 
represented by the dashed vertical line in Figure 1 and is larger than many of the 
placebo correlations, but not considerably so. About 4.6% of the placebo correla-
tions are larger in absolute value than the correlation between presidential approval 
and “Trump” tweets (see Online Appendix B for further details). However, none 
of the placebo words with maximum absolute correlations greater than 0.516 are 
meaningfully related to presidential approval, e.g., “wanted”, “tweet”, “enough”, 
“17”, and “000” are five of the top words with the highest maximum absolute cor-
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relation with presidential approval. While there appears to potentially be a signal, if 
anything it is a very weak signal, and a signal that is not significantly stronger than 
ones found with a random sample of tweets unrelated to politics. 

Note that this placebo analysis framework can be used to evaluate the strength 
of any measure of association and any pre-processing of sentiment between mes-
sages containing some keyword and survey responses, not just correlation when 
adjusting for smoothing and lag in the context of presidential approval.

Longitudinal Analysis of Twitter Users
The results of the previous section raise concern on the utility of tracking public 
opinion with tweets that contain a given word over time. This is not an encouraging 
result, suggesting that it may not typically be possible to recover strong, non-spuri-
ous alignment between survey responses and Twitter data in this manner. Indeed, 
alignment between survey responses and social media data is rare and nontrivial, 
as demonstrated by the findings reported in the previous section and by seemingly 
strong relationships not holding up over time (e.g. Conrad et al. (2019) replicated 
key findings in O’Connor et al. (2010) in the original time period but were unable to 
detect alignment after that). However, we believe the jury is still out on the useful-
ness of social media data in tracking public opinion over longer time scales. It has 
been observed that Twitter reacts to the onset of events on short term time scales 

 
Figure 1 Reference distribution of maximum absolute correlations between 

presidential approval and sentiment of 497 placebo words with k in 
{1,…,45} and L in {-30, -29,…, 29, 30}, with bin widths of 0.1. Maxi-
mum correlation between sentiment of “Trump” tweets and presiden-
tial approval, 0.516, is denoted by the vertical dashed line.
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(Pasek, McClain, Newport, & Marken, 2019), but we are interested in longer term 
trends in public opinion. Our goal here is to further investigate whether Twitter may 
indeed contain valuable information for the purpose of tracking long term trends in 
public opinion, and if so, how it might be better identified. 

In this section we propose an alternative approach: instead of tracking tweets 
containing a given word (e.g. “Trump”), we follow a group of users longitudinally. 
A longitudinal study of Twitter users performed in this manner may have several 
advantages. For example, when following the word “Trump” over time, we can-
not be sure as to what extent the demographics of users tweeting about Trump are 
changing over time. By holding the set of users constant, we remedy this issue. Our 
goal in this section is to detect some aspect of the data that is clearly related to the 
political feelings of the set of Twitter users and is convincingly non-spurious. Note 
that unlike in the previous section, our goal is not to find a relationship between 
data extracted from Twitter and general public opinion survey responses. Instead, 
we examine tweets for a set of Twitter users around what we assume to be one of 
the most consequential events to occur on Twitter for this set of users: the outcome 
of the 2016 presidential election. 

Similar to the previous section, we attempt to choose a setting in which the 
signal has the best chance of emerging. We first gather an appropriate set of Twit-
ter users, i.e., a set of politically active users. We define a user as politically active 
if their location was determined to be within the United States and they produced 
at least 20 original (non-retweet) tweets in 2016, at least 10 of which were political 
(determined by whether a tweet contained at least one word from a hand-created 
list of political words). We had a total of 4189 politically active users. See Online 
Appendix C for further details on gathering our set of politically active users.

Since we are tracking a political signal and members of different parties often 
have opposing views regarding the lead up to and outcome of the 2016 election, we 
would ideally like to know each user’s political party affiliation. While it can be 
difficult to determine political affiliation of users who are not politically engaged 
on Twitter (Cohen and Ruths, 2013), we are specifically considering users that are 
at least minimally politically active. We create a training set of users with known 
political affiliation, Democrat or Republican, by hand-classifying users whose self-
provided profile description contained a political word. Our training set consisted 
of 170 Democrats and 393 Republicans. Using this set of users we build a classifier 
to predict political affiliation of the remaining users. Previous studies that have clas-
sified Twitter users into political party often rely on users’ posts and other profile 
information such as name, self-reported location, and profile picture (e.g. Conover, 
Gonçalves, Ratkiewicz, Flammini & Menczer, 2011; Vijayaraghavan,, Vosoughi & 
Roy, 2017; Pennacchiotti & Popescu, 2011). In our approach we focus on the fol-
lowing network of each of our politically active users. As covariates for the clas-
sifier we used the list of accounts that at least 30 of the users with known political 
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affiliation follow. There are 3040 such accounts. A random forest is used as the 
classifier. The random forest appears to perform well, with only 2.66% of users with 
known political party being incorrectly classified and the most important accounts 
for classification being either politicians, political commentators, or family mem-
bers of politicians. A confusion matrix and variable importance plot can be found 
in Appendix C. We use the trained random forest to predict political party for the 
remaining politically active users with unknown political party and apply an 80% 
cutoff rate (meaning a user is classified as a member of a given political party if at 
least 80% of the trees predict the user to be a member of that party), which gives 
489 total Democrats and 996 total Republicans that we use going forward. There 
are over twice as many Republicans as Democrats in this set of users. This could 
potentially be for two reasons: (1) our politically active users came from a data set 
of tweet containing the word “jobs”, and Republicans may be more likely to tweet 
about “jobs” compared to Democrats, or (2) Democrats are slightly more difficult 
to classify, so the uneven split may be due to the 80% cutoff rate. See Appendix C 
for further details.

We consider two metrics for tracking the tweets of our set of Democratic and 
Republican users: frequency and sentiment. Frequency tells whether or not our set 
of users are tweeting about political events, and sentiment tells us their reaction 
to those events. These two metrics are adjusted for the number of users in each 
party, so despite the uneven split between Democrats and Republicans the met-
rics are directly comparable between parties. We first consider the frequency of 
all original (i.e., non-retweet) tweets sent by our set of Democratic and Republican 
Twitter users. Figure 2 shows the frequency of original tweets for Democrats and 
Republicans from 2016 through mid-2017. The solid vertical lines on these plots 
represent election day (November 8, 2016) and inauguration day (January 20, 2017) 
and the dashed vertical lines represent the top four days with the highest frequency 
of tweets. The top four days with the highest frequency of tweets for Democrats, 
in order of frequency, are October 10, 2016; November 9, 2016; October 20, 2016; 
and September 27, 2016. These days correspond to the day after the election and 
the days after the three presidential debates between Hillary Clinton and Donald 
Trump. The top four days for Republicans are November 9, 2016; October 20, 2016; 
October 10, 2016; and November 8, 2016. These days correspond to the day after 
the election, days after the third and second debates, and election day. The fre-
quency of tweets is clearly politically driven for both Democrats and Republicans.
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 Figure 2 Average number of original tweets per day per Democrat (top) and 
Republican (bottom) users from 2016 through mid-2017. Vertical lines 
represent election day (November 8, 2016) and inauguration day (Jan-
uary 20, 2017). White points are the days with the highest frequency 
of tweets for Democrats and Republicans.

After observing fairly convincing evidence that our set of users are tweet-
ing about political events, we next consider sentiment of original tweets, measur-
ing how the users reacted to those events. We find that while frequency of tweets 
among our politically active users is mainly driven by political events, sentiment 
for both Democrats and Republicans is driven by both political and nonpolitical 
events. Large daily spikes in average sentiment for all tweets from Democrats and 
Republicans correspond to holidays, such as Christmas and Thanksgiving, and a 
large daily drop is likely in response to a mass shooting, as can be seen in Figure 3. 
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Figure 3 Average daily sentiment for Democrats (dark grey line) and Republi-

cans (light grey line) from May 2016 through May 2017. Vertical lines 
represent election day (November 8, 2016) and inauguration day (Jan-
uary 20, 2017).

Many of the events that affect the sentiment of tweets of both our Democrats 
and Republicans occur outside of the political realm. Therefore, with the idea that 
Democrats and Republicans react to holidays and tragedies with similar sentiment, 
we are instead interested in the difference in sentiment between Democrats and 
Republicans. By taking the difference in sentiment, we conceivably remove “cul-
tural noise” while enhancing the political signal. Figure 4 shows the daily differ-
ence in the mean sentiment of Democratic and Republican tweets from two months 
before the election through two months after the election. There is a clear drop the 
day after the election, and there appears to be an overall change when comparing 
difference in sentiment from before the election to after the election: Democrats are 
generally happier before and Republicans happier after. Presumably because the 
election results were a surprise for many, the notable change in difference in senti-
ment between Democrats and Republicans was immediate as opposed to gradual.
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Figure 4 Difference in average sentiment between Democrats and Republicans 

(Democrats minus Republicans) from two months before the election 
(September 8, 2016) through two months after the election (January 
8, 2017). The vertical line is election day (November 8, 2016).

While Figure 4 suggests a genuine difference in sentiment between our set of 
Democrats and Republicans from before the election compared to after the elec-
tion, this change in sentiment is arguably relatively small. We look specifically at 
users who are vocal about politics and have fairly clear political party affiliation. 
We thought that the 2016 presidential election would be one of the most consequen-
tial events on Twitter for these users, and the observed difference in sentiment in 
Figure 4 is less pronounced than we might have imagined for such a set of users.

Discussion
If social media data is to be used to supplement or replace surveys tracking public 
opinion, there must be sufficient evidence that the social media data is indeed a 
valid way of measuring public opinion. This includes evidence that we are indeed 
tracking the signal of interest, a high signal to noise ratio, and stability of the rela-
tionship over time. We address these issues in accomplishing our two main goals: 
developing a framework to interpret an observed relationship between surveys of 
public opinion and tweets containing some keyword, and finding evidence of a 
political signal when following Twitter users longitudinally.

We found the correlation between sentiment of “Trump” tweets and presi-
dential approval, 0.516, by optimizing smoothing of sentiment and lag between 
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survey responses and tweets. We developed a framework to interpret the strength 
of this observed correlation by comparing it to 497 placebo correlation obtained 
by performing the same analysis, but with tweets containing everyday words. The 
correlation of 0.516 was not especially strong in comparison with the reference dis-
tribution. This shows that there is a high level of noise in Twitter data; many of the 
placebo correlations, which should consist of nearly pure noise, were as high as the 
correlation between “Trump” tweets and presidential approval. As an alternative 
method to tracking tweets that contain the word “Trump”, we proposed following 
politically active users longitudinally over time. We found evidence of a political 
signal when classifying users as Democrat or Republican based on the accounts 
they follow. When tracking the frequency of their tweets over time, we found a clear 
political signal, with frequency of tweets spiking at political events. The difference 
in sentiment between Democrats’ and Republicans’ tweets also changed immedi-
ately following the 2016 election. Noticeable changes in the tweeting patterns of our 
set of users around political events confirms that we are indeed capturing our politi-
cal signal of interest. This is consistent with previous results that found events in 
Twitter data, for example frequency of “Obama” and “Romney” tweets leading up 
the 2012 presidential election (Barberá & Rivero, 2015) and sentiment of “Obama” 
tweets spiking on Obama’s birthday (Pasek, McClain, Newport, & Marken, 2019). 
However, given that the election was what we assumed to be one of the clearest sig-
nals on Twitter for this particular set of users, the change in sentiment is relatively 
small. The conclusions of both the cross-sectional and longitudinal analyses are in 
agreement that finding strong, clear, long-term signals in sentiment of Twitter data 
is not a trivial task. We do, however, have evidence that Twitter does respond to the 
onset of events on a short time scale, such as spikes in sentiment around holidays 
and spikes in frequency around larger political events. Given the tentatively encour-
aging results from the longitudinal section, future analyses tracking an appropriate 
set of users over time may be more effective at recovering a continuous public opin-
ion trend over time than tracking tweets containing a given word.

While we only considered social media data extracted from Twitter, similar 
methods can be applied to data extracted from other social media platforms. For 
example, we can interpret the relationship between Reddit posts containing the 
word “Trump” and presidential approval using our placebo analysis framework. 
Tracking social media users from other platforms over time may also be a valid and 
fruitful method of extracting posts to analyze. Additionally, classifying users into 
various categories based on what they follow on the social media platform (users, 
subreddits, etc.) can be an effective method of collecting an appropriate set of users 
to track.

Creating a post on social media is in many ways different from responding to 
a survey question (Schober, Pasek, Guggenheim, Lampe, & Conrad, 2016), involv-
ing different psychological processes, reasons for posting, and considerations of 
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the audience. As one example, the demographics of social media platforms do not 
reflect the demographics of the general population (Wojcik and Hughes, 2019); this 
non-probability aspect of Twitter may be one of the reasons why tracking long-term 
trends in public opinion has been so elusive (Salganik, 2019). All of these differ-
ences have the potential to introduce bias, and completely removing this bias from 
social media data is perhaps a nearly impossible task. 

While we have found no evidence that tweets containing a given keyword reli-
ably track public opinion, we still believe there is potential for social media data 
to be utilized for this purpose. The results of our longitudinal analysis suggest that 
there is a real, if weak, signal in Twitter data, and a future line of work could make 
use of that signal. This seems unlikely to replace traditional public opinion sur-
veys, but could potentially supplement surveys. Smith and Gustafson provide an 
example of supplementing election polls with Wikipedia page views of candidates 
to more accurately predict election results (Smith & Gustafson, 2017). Many chal-
lenges lie ahead, but with the right methods, there is potential for social media data 
to improve upon traditional methods of capturing public opinion. 

Data Availability

Presidential approval was downloaded from the website FiveThirtyEight, available 
at https://projects.fivethirtyeight.com/trump-approval-ratings/?ex_cid=rrpromo. 
Data and scripts for replicating all analyses in this paper can be found at https://
github.com/robynferg/Tracking_Presidential_Approval_with_Twitter. The Twitter 
data available online used in the placebo analysis gives the daily average sentiment 
for tweets containing each of the placebo words. To protect the privacy of the politi-
cally active users, we have blinded the user name and tweet content in the data set 
available online. 

Software Information

Sentiment calculations using Vader were performed in Python version 3.65. All 
other analyses were performed in R version 3.5.1.
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Appendix A:  
Sentiment of “Trump” Tweets
The daily variation in mean sentiment of “Trump” tweets is intrinsic to the Twitter 
data itself; it is not due to the fact that we have sampled 1000 tweets per day. To 
demonstrate this, we plot the unsmoothed daily average sentiment for the first 100 
days with associated error bars. That is, we plot the 95% confidence intervals for 
the population mean sentiment of all “Trump” tweets. This can be seen in Figure 
A1. We only plot the first 100 days to more easily see the change day-to-day. The 
confidence intervals for one day to the next fairly frequently do not intersect. While 
we only show the first 100 days, the pattern of non-overlapping confidence intervals 
continues throughout the entire time frame.

 Figure A1 Daily sentiment of “Trump” tweets over time with associated confi-
dence intervals. 
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Appendix B:  
Optimal Values and Changes Over Time
When finding the optimal correlation for the 497 placebo words, we obtain 497 
optimal k and L values. Figure B1 shows the optimal smoothing and lag parameters 
for each of the placebo words. Many of the optimal smoothing parameters are at 
the maximum allowed by our smoothing window. This is a cautionary messages: 
too much smoothing can lead to artificially inflated correlations.

Throughout the time period of performing the analysis and writing this paper, 
we re-ran the analyses several times as newer data became available. Results often 
depend on the last data point available in the analysis. Consider finding the optimal 
correlation between sentiment of “Trump” tweets and presidential approval when 
the last data point available ranges from May 20, 2017 to August 25, 2019. For 
each of those end dates we find the smoothing and lag parameter that leads to the 
maximum absolute correlation. Figure B2 shows the maximum absolute correla-
tion (thick line) and the correlation with 45 day smoothing and 30 day lag (dashed 
line) change over time. Figure B3 shows the optimal smoothing and lag values that 
produce the maximum absolute correlation as the end date of the data changes. The 
optimal smoothing and lag parameters stabilized around mid-2018.

The placebo words with correlations greater than our observed correlation 
of 0.516 are: “hell”, “wanted”, “retweet”, “enough”, “17”, “000”, “like”, “name”, 
“piece”, “help”, “ppl”, “black”, “room”, “1st”, “find”, “story”, “lie”, “let”, “twitter”, 
“might”, “talk”, “together”, and “walk”. None of these placebo words are meaning-
fully related to presidential approval.

The reference distribution also changes as end date changes. Figure B4 shows 
how the proportion of placebo correlations that are more extreme than the correla-
tion between sentiment of “Trump” tweets and presidential approval changes as 
the end date of the data changes. Around mid-2018, this proportion stabilizes to 
between 0.05 and 0.10. If we change the maximum lag to 7 days, we obtain similar 
results, see Figure B5.
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 Figure B1 Locations of optimal smoothing and lag parameters between the 497 
placebo words and presidential approval. Each point represents where 
the maximum correlation occurs for one of the 497 placebo words 
appearing in the Twitter corpus every day.

 Figure B2 Maximum absolute correlation (bold) and correlation using 45-day 
smoothing and 30-day lag (dashed) as end date of data changes.
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 Figure B3 Optimal smoothing (top) and lag (bottom) parameters as end date of 
data changes.

 Figure B4 Proportion of absolute placebo correlations that are larger than the 
correlation between “Trump” tweets and presidential approval as end 
date of data changes, from June 1, 2017 to August 25, 2019.
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 Figure B5 Proportion of absolute placebo correlations that are larger than the 
correlation between “Trump” tweets and presidential approval as end 
date of data changes, from June 1, 2017 to August 25, 2019, when max-
imum lag is 7 days compared to 30 days. Changing lag windows does 
not drastically change our interpretation of the strength of correlation 
between sentiment of “Trump” tweets and presidential approval.
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Appendix C:  
Identifying Politically Active Users and Political 
Beliefs
The set of politically active users was created using a corpus of tweets provided 
to us by Sysomos. All tweets in this corpus contained the word “jobs” and were 
used in a previous analysis unrelated to this paper (see Conrad et. al. (2019)). We 
created an algorithm to classify “jobs” tweets into various categories, one of which 
was ‘news/politics’, based on the words within a tweet. See Conrad et. al. (2019) 
online appendix for details on this algorithm. We take a random sample of size 
15,000 of the users whose “jobs” tweet was classified as political and retrieved their 
2016 tweets history. If a user produced at least 20 original (non-retweets) in 2016, 
at least 10 of which contained a political word, we consider that user a ‘politically 
active user’. While this method of classifying tweets as political or not surely mis-
labeled true political tweets as non-political, we have a high level of certainty that 
the tweets classified as political were truly political.

By looking at many self-provided profile descriptions, we created a list of 
commonly found words that make the user’s political party known: “conservative”, 
“Trump”, “MAGA”, “NRA”, “constitution”, “Republican”, “Libertarian”, “Demo-
crat”, “liberal”, “Hillary”, “Clinton”, “Obama”, “progress*”, “Bern*”, “resist*”, 
“president”. If a politically active user’s self-provided profile description contained 
one of these words, we hand-classify that user as belonging to one of the two major 
political parties in the US: Democratic or Republican. These users were explicitly 
clear in their profile description about their political beliefs or about which can-
didate they did or did not support in the 2016 presidential election. We classify 
self-described libertarians as Republicans, and classify self-described socialists 
as Democrats. We classify Never-Trump Republicans as Republicans, and classify 
Never-Hillary Democrats as Democrats. This gives our training set of 170 Demo-
crats and 393 Republicans. 

We use a random forest as the classifier, with the covariates being accounts 
that at least 30 of the politically active users with known political affiliation fol-
low. We give the confusion matrix of the random forest and the variable impor-
tance plot. Table C1 contains the confusion matrix; only 9% of the Democrats were 
incorrectly classified as Republicans by the random forest, and only 0.85% of the 
Republicans were incorrectly classified as Democrats. Figure C1 gives the variable 
importance plot of the random forest classifier. Out of the top 30 accounts shown in 
the variable importance plot, all are in some way political, either politicians, family 
members of politicians, or political commentators.

The set of politically active users was created in mid-2017. Twitter has since 
deleted many bot accounts that had the goal of influencing other users’ political 
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opinions. We want to ensure that we have not gathered multiple bot accounts in our 
set of politically active users; we want the opinions of real people.

Out of the 1485 politically active users identified in mid-2017, 99 accounts 
were unable to be scraped in May 2018. These are split fairly evenly across Demo-
crats and Republicans: 7% of Republicans’ and 5% of Democrats’ tweets were not 
able to be gathered using the Twitter API in May 2018. However, this does not 
mean the account was a bot; users can choose to delete their account at any time, 
can make their account private, or have their account suspended by Twitter, all of 
which would result in the account being inaccessible using the Twitter API.

NBC published a list of 453 bot users and tweets from those bots (Popken, 
2018). Our list of Democrats and Republicans did not contain any of these known 
bots.
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Figure C1 Variable importance plot of Twitter accounts used in classifying users 
as Democrat or Republican. All of the top 30 accounts above used to 
classify are political, most being either politicians (e.g. BarackObama, 
realDonaldTrump), political commentators (e.g. seanhannity, Ingra-
hamAngle, maddow), or family members of politicians (e.g. Donald-
JTrumpJr, MichelleObama).

Table C1 Random forest confusion matrix. Actual party affiliation 
corresponding to the hand classification; predicted party affiliation 
corresponding to the random forest out-of-bag prediction.

Predicted

Democrat Republican Classification Error

Actual
Democrat 160 10 0.090

Republican 5 388 0.0085
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Appendix D:  
Changes in  Positive and Negative Sentiment over 
Time
To get a more detailed understanding of what was driving the change in difference 
in sentiment, we looked at how the positive and negative sentiments changed over 
time. When looking at the difference in means of the positive tweets, there is a clear 
drop immediately following the election, and a smaller drop around the inaugura-
tion. However, no such change is seen in the difference in negative tweets (see Fig-
ure D1). The overall change in difference in sentiment was driven by Republicans’ 
positive tweets becoming more positive post-election.
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 Figure D1 Difference in means of positive tweets (top) and negative tweets (be-
low) for Democrats minus Republicans. The vertical lines are election 
day (November 8, 2016) and inauguration day (January 20, 2017). The 
different shaded lines are for various smoothing levels to more easily 
see how sentiment changes over time. The notable change in positive 
difference (top) post-election is due to Republicans’ positive tweets be-
came more positive post-election.
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What are the effects of changes in the demographic profile of the population on 
family formation processes? How does tax legislation impact on tax revenues? Do 
changes in women’s employment alter the way in which the elderly are cared for? 
How do different qualifications and work biographies influence pensions? How 
will integration patterns develop in the future in the context of demographic tran-
sition regarding upcoming generations of migrants? These are some examples of 
problems studied using microsimulation techniques in past decades (Stein & Beka-
larczyk, 2016; O’Donoghue & Dekkers, 2018; Schnell & Handke, 2020; Zwick & 
Emmenegger, 2020).

However, due to limited data availability and high computational complex-
ity, such simulations were mostly done at national levels of analysis. Given the 
fact that social and economic change is often different for some regions and sub-
groups of the population, the demand for detailed modeling is increasing. There-
fore, highly detailed regional datasets covering the whole population are needed. A 
prime example is schooling: The demand for elementary schools varies at the local 
level. For secondary schools, increasing population heterogeneity requires complex 
school planning which accounts for the diversity of schooling demands. A second 
example is care for the elderly, where information regarding the distance between 
parents and their children, who are potential care providers, is essential for model-
ing the demand for care.

In the Netherlands or the Scandinavian countries, population covering register 
datasets could provide data for regional microsimulations. In Germany, however, 
hardly any datasets are available that foster regional microsimulation modeling. 
Either the sample size is too small for regional models or data protection regula-
tions do not allow the use of low-level identifiers in population covering datasets. 
Therefore, modeling tasks requiring low-level information are challenging. The 
MikroSim model described in this paper is aiming for a dynamic microsimulation 
of Germany down to each municipality.1 The model is based on a highly detailed 
dataset build from many different sources, such as survey, administrative, and other 
data. Therefore, a series of different methods of data-integration and small area 

1 The corresponding MikroSim-project, in which this model was developed and that is 
funded by the German research association, is described in detail in Münnich, Schnell, 
et al., 2020.
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estimation have been used for building the dataset. Modeling the dynamic pro-
cesses is achieved by estimating transition probabilities using different statistical 
methods. The MikroSim model consists of different modules, simulating births, 
deaths, marriage, education, and other dynamic processes.

The structure of the present paper is as follows: We begin with a short over-
view on the history and the different approaches to microsimulations in general in 
section Microsimulation Modeling. Subsequently, we present The MikroSim Model. 
The subchapters of this section include the generation of the synthetic dataset of the 
German population as the base dataset of the model, the construction principles, 
the sequence in which the simulation modules are ordered and an overview on the 
specific conceptualization of each module. Some examples of modules that are to 
be implemented are described in section Application Modules, as well as a short 
examples on the questions that can be answered using microsimulation methods. A 
summary and an outlook on future developments concludes the paper.

Microsimulation Modeling
The beginning of microsimulation in economics and social sciences dates back to 
the 1950s when Guy H. Orcutt published the paper “A New Type of Socio-Eco-
nomic System” (Orcutt, 1957). He criticizes the limited usefulness of macrosimu-
lations due to the focus on aggregates and the inability to consider nonlinearities 
and discontinuities in individual behavior. He advocates a new type of modeling 
that focuses directly on micro-units, such as individuals, households, and firms. 
This new type of model consists of various sorts of interacting units which receive 
inputs and generate outputs. The outputs of each unit are, in part, functionally 
related to prior events and, in part, are the result of a series of random drawings 
from discrete probability distributions (Orcutt, 1957). 

Thus, the main focus of microsimulation is to look at the smallest unit of a 
system. Li and O’Donoghue (2013) describe microsimulations as a tool to generate 
synthetic micro-unit based data, which can then be used to answer many “what-
if” questions that, otherwise, cannot be answered. These questions are usually 
understood as the investigation of different scenarios, such as different social and 
tax systems and behavioral assumptions. Contrary to macro simulations, not only 
single target values but complex interrelations and distributions within the system 
can be investigated. According to Li and O’Donoghue (2013), microsimulations can 
be split into two tasks. The first step is to generate a high-quality dataset with the 
relevant variables of interest in the necessary geographic depth. In a second step, 
a set of scenarios is performed on this dataset in order to answer the what-if ques-
tions. 
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The basis of any microsimulation is a dataset – the so-called base population – 
that contains micro-level information about the system of interest. Socioeconomic 
questions usually require information on individuals and households. Due to the 
easy availability and large amount of information, survey datasets are mainly used 
as base populations (Li & O’Donoghue, 2013; Burgard, Dieckmann et al., 2020). 
However, this kind of data contains only a relatively small number of individuals 
and allows only very limited regionalized analyses. Larger datasets from admin-
istrative sources and census data often contain a limited set of variables. Hence, 
(partially) synthetic base populations have been increasingly used for regional-
ized models recently. The methods used to create small-scale datasets are often 
described as small-area or spatial microsimulation techniques (Tanton, 2014; Rah-
man & Harding, 2016). 

Another distinction in microsimulations relates to the temporal component. 
In static microsimulations, there are usually no changes in individual states dur-
ing the course of the simulation. The immediate distributional impact of (political) 
changes is evaluated without reference to the time dimension. In this case, it is 
assumed that the characteristics of the population of interest do not change rap-
idly (Merz, 1991). Thus, this kind of modeling is primarily suitable for short- and 
medium-range predictions. To implement a temporal component, re-weighting and 
uprating/deflating techniques can be implemented. In a re-weighting process, the 
survey weights are calibrated to exogenously given aggregate data of another time 
period while uprating/deflating changes the specific variables (for example specific 
income components) directly (Merz, 1991; Sutherland, 2018). 

In dynamic models, micro-units interact and evolve over a temporal horizon. 
This type of simulation can account for micro-level dependencies and complex 
interaction allowing long-term projections and time-dependent behavior simula-
tions. The focus is on sophisticated ceteris paribus analyzes over time under an 
approximation to real-world complexity. The so-called ageing process can either be 
continuous or discrete. In discrete time models, the base population is aged consid-
ering discrete – mainly annual or monthly – time intervals and events are realized 
in each period using transition probabilities. Continuous microsimulations, on the 
other hand, allow events to occur at any point in time until the simulation horizon 
is reached. Instead of transition probabilities, the simulation is usually based on 
survival analysis (Li & O’Donoghue, 2013; Burgard, Dieckmann et al. 2020). 

For a more detailed methodological differentiation of dynamic microsimu-
lation models, we refer to Li and O’Donoghue (2013) and Hannappel and Kopp 
(2020). 

The focus in this paper is on discrete time dynamic microsimulations. The 
simulated events can either be deterministic or stochastic. Deterministic changes 
of states are, for example, the ageing of individuals in each period or the loss of 
income after the termination of employment. However, dynamic microsimulations 
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are usually characterized by the fact that all events depend, directly or indirectly, 
on one or more stochastic processes. The simplest way to simulate changes is based 
on first-order Markov processes, where the occurrence of an event depends exclu-
sively on the state of the previous period. The probabilities are organized in transi-
tion matrices, which are usually differentiated according to socio-demographic and 
socio-economic characteristics. Transition matrices can be easily estimated using 
conditional distributions. However, the most common way to obtain individual 
transition probabilities is to estimate logit (multinomial) regression models based 
on panel data. In the models, the dependent variable can either be conditioned to 
the state of the previous period or the lagged variable can be included directly. The 
individual transition probabilities are predicted in the simulation process using the 
estimated model parameters. The simulation of state changes within the simula-
tion is usually organized in modules. In each period, all individuals run through 
each module in a fixed order. Within each module, specific events are simulated. 
A module can be understood as a function which uses the base population as input 
and returns the updated population (Burgard, Krause, Merkle et al., 2019). A more 
detailed explanation of the estimation process of transition probabilities and the 
simulation process can be found in Burgard, Krause, Merkle et al. (2019) and Bur-
gard, Krause, and Schmaus (2020).

The MikroSim Model
Base Data

A synthetic dataset is used as the base dataset for the microsimulation model Mik-
roSim. In general, the purpose of synthetic datasets is to mimic a non-accessible 
or non-existing dataset so that the relevant characteristics of a synthetic dataset 
matches the characteristics of the underlying population as close as possible (cf. 
Münnich & Schürle, 2003; Münnich, Gabler et al., 2012; Kolb, 2013; Alfons, Kraft 
et al., 2011). The characteristics to be matched are distributional parameters, cor-
relations, cluster effects, and totals. 

The generated dataset is based on an anonymized national register of residents 
that has been used for methodological research for the census 2011. The German 
population with respect to all 11,339 municipalities is modeled.2 

Since the register of residents contains only a few variables, additional data 
is generated. Since most data stems from German official statistics, data evalua-
tion methods are performed within the statistical office to ensure confidentiality 
and privacy or, alternatively, using scientific use files. No record linkage between 

2 A previous project (REMIKIS) modeled the region Trier using a similar modeling 
strategy (Burgard, Krause, Merkle et al., 2019).
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official microdata and the synthetic dataset or microdata from other sources takes 
place. The generation of additional variables is formally defined recursively as

f (x, y, z) = f (x) · f (y|x) · f (z|x, y)

The variable set x contains the basic demographic variables such as age, gender and 
marital status. Further sets of variables are included in the German Microcensus 
including x to provide the information on the conditional distribution f (y|x). A sec-
ond block of variables y comprises variables related to education and activity status. 
Further variable sets z include variables of special interest for MikroSim, such as 
care or migration related topics. The conditional distributions are, in general, mod-
eled using the multinomial logit models (Alfons, Filzmoser et al., 2011; Kolb, 2013). 
For the data synthesis, cluster effects resulting from a positive correlation between 
household members are considered. The variables for the household members are 
generated considering a household type variable to account for these cluster effects. 

Finally, the synthetic population for each municipality is adjusted to published 
census totals. Using simulated annealing (cf. Laarhoven & Aarts, 1987; Huang & 
Williamson, 2001; Williamson, 2012; Tanton, 2014), households are selected ran-
domly and entered or deleted sequentially to minimize the differences between the 
synthetic population and the census totals.

Construction Principles and Module Ordering

The MikroSim model is designed as a closed population simulation model. There-
fore, modules simulating the paths for individuals entering or leaving is key to 
obtaining realistic projections of the population. The modules providing these paths 
are mainly the modules Mortality, Births, and Regional Mobility, which are later 
described in more detail. The simulation model is implemented in R. 

Most of the modules in the MikroSim model are based on statistical models 
to estimate individual transition probabilities for the micro-units. Mainly used to 
determine these individual transition probabilities are for example data tables as 
well as multinominal and binary logit regression models (Burgard, Krause, Merkle 
et al., 2020). Regional differentiations as well as rural-urban disparities are mod-
eled using adequate auxiliary variables within the models. 

The characteristics of the simulated population are updated once for each 
simulated year. Therefore, no information about the exact time of occurrence of 
an event within the simulated period is available. However, the occurrence of one 
event might determine other events (for example, a death triggers further changes). 
There are different strategies available to deal with such dependencies (van Imhoff 
& Post, 1998). In MikoSim, probabilities for many events are only estimated for 
those persons who are eligible for a change of state. The eligibility is modeled by 
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the ordering of the modules. For example, as the event of birth is simulated prior to 
the event of a marriage, the probability of marriage can be conditioned on the event 
of a birth (Burgard, Krause, Merkle et al., 2020). It is also possible to start with the 
marriage event and use this information for the prediction of the birth. From a theo-
retical perspective, not the order of modules but the modeling strategy is crucial for 
the simulation. Let f (x, y) be the conditional distribution of the events birth f (x) and 
marriages f (y). There are two possibilities to reach the joint distribution:

f (x, y) = f (x) · f (y|x) = f (y) · f (x|y).

Nevertheless, it is always possible to take states from the previous time period into 
account in the estimation process. Regarding the example above, this means that 
the marital status in the current period can influence the transition probabilities for 
the birth of a child in the next period. 

The sequence in which the modules are processed is shown in Figure 1.
The simulation of state transitions is conducted using random draws from 

the predictive distribution of the variables of interest (inversion method). First, the 
cumulative individual transition probabilities are calculated. Then, a uniformly dis-
tributed random number is drawn for each individual and the state is set to the value 
in which interval the random number lies. For example, let the transition probabili-
ties for a full-time employed person to remain in this state be 0.70, to change into a 
part-time employment 0.2 and to get unemployed 0.1. The cumulative probabilities 
are {0.7, 0.9, 1} and the random number is 0.83. Consequently, the person changes 
to a part-time job as 0.83 ∈ [0.7, 0.9). 

Mortality

Start of simulation/
new year

Ageing

Fertility

Separations and moving out

Regional mobilityMoving into shared apartments

School education

Vocational education

Employment

Income

Simulation

Formation of new partnershipsMarriage

Figure 1 MikroSim Module Sequence
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One major challenge in dynamic microsimulation is in the fact that the transi-
tion probabilities are mainly estimated using sample data. Because of data limita-
tions, the number of estimated events often does not match known benchmarks. In 
addition to the small number of observations, regional differentiations often cannot 
be made for data protection reasons. This problem is common in the field of micro-
simulation modeling since no country has the ideal dataset for [...] estimating the 
parameters of all the processes in a dynamic microsimulation model (Bækgaard, 
2002). However, the application of small area methods are applied to provide accu-
rate regional benchmarks (Rao & Molina, 2015; Münnich, Burgard, & Vogt, 2013). 

To harmonize the individual transition probabilities with the known bench-
mark values on a macro level, alignment methods are applicable. In the context of 
dynamic microsimulations, various methods to adjust the transition probabilities or 
the number of transitions are available (Bækgaard, 2002; Li & O’Donoghue, 2014; 
Klevmarken, 2008; Stephensen, 2016; Burgard, Krause, & Schmaus, 2020). How-
ever, the methods differ considerably with regard to their applicability and func-
tionality. A simple and well performing method is logit-scaling, where the tran-
sition probabilities are calibrated to a benchmark using a bi-proportional scaling 
algorithm. The solution corresponds in a logit framework to the adjustment of the 
intercept and leads to a solution which minimizes the Kullback-Leibler divergence 
between the estimated and calibrated probabilities (Stephensen, 2016). Klevmarken 
(2008) suggests a method to align the parameters by minimizing the quadratic dif-
ference between the estimated and adjusted values weighted by the inverse vari-
ance-covariance matrix. A constraint likelihood approach where the parameters 
are aligned while maximizing the original likelihood function aslo shows very 
good results (Burgard, Krause, & Schmaus, 2020). In the first version of the sim-
ulation, alignment is conducted using logit-scaling. Currently, other methods are 
also being implemented and can be applied via function arguments. 

The first module in the MikroSim model simulates widowhood for married 
persons not living in the same household with their spouse. Widowhood directly 
influences the possibility of the respective persons to enter the trailing modules 
such as separations or the formation of new partnerships. Updating this relation-
ship status at the beginning can prevent an underestimation of widowhood within 
separated couples. 

The Mortality module is placed prior to the Aging module since also new-
borns face a non-zero mortality risk. The event of death depends exclusively on 
age and gender. Following the Aging module, births are simulated as the first way 
to add new individuals to the population. The position of the Birth module at this 
early stage of the simulation is required since birth decisions must precede the birth 
event. Thus, birth probabilities are estimated mainly based on the characteristics in 
the previous period. 
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The Leaving Household module then simulates (1) relocations of adults from 
parental households, (2) shared apartments, and (3) dissolutions of households after 
separations. Since these relocation events often have a direct impact on regional 
mobility, migration across district borders is simulated subsequently. 

New households are formed by creating new partnerships and shared apart-
ments. Thus, persons can directly form new households within a simulation period 
after leaving a household or immigrating. Formal changes in the relationship status 
(divorces and marriages) are simulated separately. 

Changes in school education, vocational education, and employment status are 
the final modules in the simulation process. An income module will be integrated 
soon. 

The modules are based on a variety of different models, modeling methods, 
and datasets. Table 1 gives a brief overview, including the choice of independent 
variables.3 The following sections describe the modules in more detail.

Modules

Mortality

The Mortality module is the first step in the simulation process. The probabili-
ties for death are assigned according to sex and age of the simulated person using 
the life tables published by the Federal Statistical Office of Germany (Statistisches 
Bundesamt, 2020a). The event of death does not only affect the size of the popu-
lation but also individual and household characteristics. For instance, a partner’s 
family status has to be updated if the husband or wife dies and underage orphans 
living alone after a parent dies must be assigned to new households. In addition, 
widowhood for married persons who do not live in the same household cannot be 
updated deterministically and therefore has to be simulated. This model is based 
on the German Microcensus (Forschungsdatenzentren der Statistischen Ämter des 
Bundes und der Länder, 2018a; 2018b; 2018c). 

After removing the deceased individuals from the simulation and updating the 
family status, the age of all remaining units is increased by one year.

Fertility

The Fertility module in MikroSim simulates births in two steps. In the first step, 
for all women of fertile age (15–49 years) a probability of giving birth is estimated. 
The model uses individual characteristics of the women as well as characteristics of 

3 A detailed explanation of the mechanisms sketched in Table 1 will be the subject of a 
different publication.
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other people living in the household, such as the employment status of a potentially 
existing partner or the age of the youngest child (see Table 1).4

In the second step, conditional on the event of a birth, twin births are simulat-
ed.5 The estimation model includes only the age of the women. The sex of a simu-
lated child is assigned in accordance with the known sex distribution of newborns. 
All other variables of a simulated person are initialized to reasonable values (such 
as age to zero and school or vocational qualifications to missing values). 

Since the model is based on sample data lacking regional details, differences 
between observed and simulated birth rates may result for some districts. There-
fore, the model for birth is calibrated to known birth rates of the German districts 
up to the last available data (Statistisches Bundesamt, 2019a).

Separations and Moving Out

In the MikroSim model, the events of individuals leaving households are simulated 
by three mechanisms: (1) separating from a partner, (2) leaving of the parental 
household and (3) moving out of a shared apartment. Modeling these three transi-
tions using survey data is quite challenging, as individuals are either not tracked 
over time at all (e.g., in the German Microcensus) or only for subgroups (e.g., in the 
German Socio-Economic Panel, Goebel et al., 2019). Since the person moving out 
is usually only observed before a change of residential status occurs, identifying 
the cause of a departure is difficult using available data. 

The first mechanism simulates the separation from a partner as ending a 
cohabitation. Therefore, only persons living in a partnership with cohabitation are 
considered. The probabilities are estimated with a logit model based on longitudi-
nal Microcensus data for the years 2012 to 2014 using information of the partners 
and their partnership (such as age difference, for details see Table 1). In the case 
of a separation, new households are formed. These new households are initially 
single or multiple-person households if children are present. Currently, children 
are assigned to the mother, but future versions of the simulation will include pre-
dictive models for assigning children to new households. 

The second mechanism models leaving the parental home. Only persons who 
are at least 18 years of age and still living in the parental household are considered. 
The probabilities are estimated with a logit model based on the same data as the 
mechanism described above. As predictors, age, the current level of education or 
vocational training and the relationship status are used (cf. Table 1). After leaving 
their parental homes, the individuals initially form new single-person households. 

4 We plan to extend this model to include more independent variables such as nationality 
and regional information.

5 The birth of triplets or more children is not simulated due to the small number of cases.
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The third mechanism models moving out of shared apartments.6 Probabilities 
are estimated using a similar model and the same data as for the other two mecha-
nisms. The number of people moving out is used for modeling the number of per-
sons moving into shared apartments in later iterations of the simulation. 

To prevent overestimating the number of single person households, the 
moved-out persons can form new households by entering either new partnerships 
or shared apartments.

Regional Mobility

The module Regional Mobility simulates between municipalities. Individuals 
leave the simulation population when moving out of the district and are added from 
a copy of the base population when moving into the district. This process is based 
on statistics produced by the Federal Statistical Office (Destatis, 2020). These sta-
tistics contain information on regional mobility broken down by age, sex, and rela-
tionship status. Subsequently, the probabilities for regional mobility are adjusted to 
known margins for each district level. 

To prevent minors forming a household, regional mobility is additionally con-
sidered at the household level. Probabilities are estimated by Iterative Proportional 
Updating (Ye et al., 2009). Iteratively, the probabilities are adjusted to the frequen-
cies of socio-demographic characteristics at the individual level in a randomized 
order and then scaled to a probability between zero and one (Stephensen, 2016). 
This is done using the base population to assign probabilities for leaving the dis-
trict and on a copy of the base population to assign probabilities for moving into 
the district. Households that move into a district are selected from the copy of 
the population, which represents the remaining part of Germany. Newly arrived 
households are added to the base population. Outmoving households are removed 
from the population.

Formation of New Partnerships

The nuclear family (cohabitation of a mother, a father, and children) is still by far 
the most common family type in Western Europe. However, partners within the 
nuclear family increasingly remain unmarried (Schneider, 2015). Therefore, the 
simulation requires a module simulating the formation of new partnerships inde-
pendent from the official status of a relationship (which is modeled in the Marriage 
model). 

6 Shared apartments are defined by us as households containing at least two people aged 
between 18–35 without children or partnerships.
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A module for the creation of new partnerships performs two simulation tasks: 
The entry into the partner market and the matching of new couples considering 
covariates.7 There are different modeling approaches in other simulation models 
(cf. Perese, 2002; Zinn, 2012). MikroSim uses stochastic matching, therefore allow-
ing less favorable partner combinations (for example, in large age differences). The 
module consists of two-steps. In the first step, for persons older 18 years not living 
in a partnership, a model based on German Socio-Economic Panel data (Goebel 
et al., 2019) estimates the probability of cohabitation with a partner (for details, 
see Table 1). Since the model is specified separately for men and women, the esti-
mated propensities for a relationship might yield an imbalance of men and women 
available on the partner market. By only considering people in the same district, 
regional aspects of partner markets and the importance of spatial distance for part-
nerships are modeled.8 

In the second step, the selected persons are matched.9 The probability for 
cohabitation is estimated with a logit model using German Microcensus data. To 
account for potential age difference of the partners, spline functions are used in 
terms of generalized additive models (Wood, 2017). Therefore, also rare but possi-
ble partnerships (for example, with large age differences) are generated. The simu-
lated imbalances of regional partner demands models the option of better available 
choices in asymmetric partner markets (cf. Klein, 2000).

Marriage

Within the marriage module, only single, widowed, or divorced partners are eligi-
ble for marriage. The module starts with unmarried couples within existing house-
holds. Information on the household and individuals is used to predict the couple’s 
probability to marry. The model is based on data from the German Socio-Eco-
nomic Panel (for details of the model, cf. Table 1). Given the estimated transition 
probabilities, marriages are simulated by updating family status for the involved 
partners.

7 The main mechanism is homogamy with respect to age, socio-economic status, and 
nationality (Klein, 2015).

8 People living in different districts are not matched in the module for two reasons. On 
the one hand considering all potential partners would result in high computational 
costs. On the other hand matched partners from different districts would again lead to 
regional mobility and subsequently distort the marginal distribution resulting from the 
Regional Mobility module.

9 Due to limited information on same-sex partnerships, the partnership module is re-
stricted to hetero-sexual partnerships only.
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Moving into Shared Apartments

Since the number of apartment-sharing communities is likely to be high in large 
cities and university towns, neglecting this type of housing would lead to an unre-
alistically high number of single-person households. In the module, only people 
currently living alone between 18 and 35 years old are eligible to move into a 
shared apartment. 

The probability for moving into shared apartments is based on data from the 
German Microcensus and is estimated with a logit model including only age and 
gender as independent variables (cf. Table 1). The estimated probabilities for each 
district are calibrated via iterative proportional fitting so that the proportion of peo-
ple living in a shared apartment remains the same after the first simulation period. 
The proportion of people moving into shared apartments is then left constant, such 
that a change of the total number of people living in shared apartments is a result 
of changing population structures. 

To form new households, all relocating persons are randomly matched, such 
that the average household size of three persons is created while distributional size 
assumptions are approximately met.

School Education

The School Education module consists of two sub-modules, (1) a School Enroll-
ment module and (2) a module for assigning educational qualifications. 

The Enrollment module assigns the time of enrollment based on relative 
frequencies from official data (Statistisches Bundesamt, 2020b). A child is either 
enrolled early (at age 5), regularly (at age 6) or late (at age 7).10

 The probabilities 
are available by federal state and sex for different types of primary schools.11

 
The School Education module assigns the duration of school attendance and 

the resulting certificate. Grade levels of students are promoted yearly. To take rep-
etitions of classes into account, a pragmatic approach was chosen: The duration of 
primary schooling is estimated for each child. Based on the time of enrollment and 
the estimated duration, the age at which the students will complete the fourth grade 
is calculated. At this age, the child will be promoted to the fifth grade. Before this, 
they are simply in primary school. 

10 In Germany, there are different key dates for school enrollment depending on the fed-
eral state. In MikroSim we do not take them into account, since we do not model birth-
days and we use a yearly time framework to update characteristics.

11 An initial attempt to estimate the probabilities by a model using the National Educa-
tion Panel Study (NEPS) (Blossfeld, Roßbach, and Maurice, 2011) was discarded due 
lack of predictive power: The model including education, partner education, age, age of 
partner, work, marital status, and body length at birth yielded a McFaddens Pseudo-R² 
of 0.03.
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Children at the beginning of the simulation must be assigned a grade level. 
They are assigned a grade level according to their age, not considering any covari-
ates such as repeated classes or late enrollments.

The NEPS (Starting Cohort 2) is used to estimate the probabilities for the 
duration of primary schooling. The current module promotes people yearly until 
they leave school. A model predicting re-attendance of a class from fifth grade 
onward will be implemented in later stages of the project. 

Since school qualifications in Germany can be obtained after grade 9, degrees 
are tentatively assigned at this grade. As soon as a qualification is assigned, the 
school career is continued depending on this qualification. The probabilities for 
grades are estimated using a multinomial logit model based on NEPS (Starting 
Cohort 4) data (see Table 1 for details).

Vocational Training

In the Vocational Training module, people who left school are assigned a job quali-
fication. Possible values are no vocational training, vocational training degree, or 
university degree.12

 All model estimates are based on the dataset “Growing up in 
Germany” (AID:A II) produced by the German Youth Institute. 

The time until graduation (1–6 years) of people with an assigned Bachelor’s 
degree is taken from official statistics (Statistisches Bundesamt, 2019b). Persons 
not obtaining a degree receive a vocational training which after 3 years ends with a 
professional qualification. Future versions of the module will use distributions from 
official data for the duration of training. 

At the start of the simulation, people already attending a university need an 
estimate of the duration of their attendance, which is estimated using a regression 
model based on a student survey data (Georg, Ramm, & Bundesministerium für 
Bildung und Forschung, 2016). Age is used to predict the stage of the academic 
career of the student.

Employment

The Employment module consists of three models: First, the employment status 
is assigned to the individuals in the base dataset. Second, full-time and part-time 
employment are estimated for the working population. Hereby, only individuals 
between the age of 15 to 66 years are considered. Third, the simulated objects are 
sent into retirement. 

12 Degrees from universities of applied sciences and PhDs are not modeled because the 
proportions in the population are small and are often coded as university degree in 
survey data.



257 Münnich et al.: A Population Based Regional Dynamic Microsimulation

The required transition probabilities are estimated by a multinomial logistic 
model using German Microcensus data. The model uses individual-level variables 
(such as age, gender, education, and employment status last year), household char-
acteristics (children and type of relationship), and considers the regional variation 
in labor market status to predict employment status. 

For the working subpopulation the probabilities for part-time or full-time 
employment is estimated using the same predictors (see Table 1). 

In the module, currently all people passing the age-threshold of 67 get retired. 
In a later version we will account for early retirement.

Income

A module of central importance is the Income module. This module provides neces-
sary information for policy analyses, such as tax or family policy reforms. Moreover, 
income is an important explanatory variable for other models, such as fertility deci-
sions, internal migration, or education opportunities of children. 

The Income module is based on the Taxpayer Panel, an administrative data 
source covering the entire population of taxpayers in Germany from 2001 to 2014. 
Since the tax data does not contain detailed socio-demographic variables, the dataset 
will be enhanced by Microcensus data using statistical matching methods (predic-
tive mean matching and nearest-neighbor random hotdeck). 

The purpose of the module is the regional prediction of income and its changes 
over time. Estimates of individual incomes based on a mixed model will be cali-
brated with published regional data, such as income, poverty, and inequality indi-
cators. To model changes, a two step approach is used. First, the probability of a 
change in income is predicted, then the differences to the previous year is modeled.

Application Modules
The core simulation model can be extended easily. Currently, two extensions are 
implemented: (1) labor market outcomes of migrants in Germany and (2) elderly 
care in the family. Other modules will be added in the future. We describe the cur-
rent non-core modules briefly.

Labor Market Outcomes for Migrants

The second subject-matter topic is the development of labor market qualifications 
in the migrant population in Germany. The aim of the module is to supplement the 
projection of labor market integration with a regional perspective since both the 
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allocation of migrants and the labor market outcomes of individuals differ region-
ally. 

Membership to different migrant groups (e.g., EU/non-EU) and migrant gen-
erations (i.e. born elsewhere/second-generation) are modeled regionally. A specific 
citizenship model within the module generates naturalization probabilities for all 
migrants in the simulation. The models specified in Table 1 will be estimated for 
the migrant population. To estimate the integration of migrants in the labor market, 
the Employment module and its first sub-module concerning the labor market sta-
tus of the simulated individuals are of interest. 

The relative labor market positioning of migrants in comparison to the major-
ity population is predicted dependent on the assignment of outcomes in the School 
and Vocational Education modules run previously. The Income module will allow 
the study of income disparities and their potential change over time for the migrant 
population. Through the planned Citizenship module and the extensions in the 
Employment module, we can then estimate different scenarios of regional labor 
market integration for different ethnic minorities.

Elderly Care

A central subject matter problem in the MikroSim project is the increase of infor-
mal care for the elderly depending on demographic changes and new family struc-
tures. The current aim of the module is the study of the development of intra-family 
care. Therefore, household structures have to be updated. For example, children 
and grandchildren can be potential informal care providers for the elderly. Since 
the same function can be performed by family members outside the household, a 
mechanism to add these external families to a household is needed. The details of 
this mechanism are the subject of ongoing research. 

In addition to this modeling of care supply, the demand for care has to be sim-
ulated. Therefore, a model for the degree and duration of care required is needed. 
Since the degrees of care have to be consistent with other variables in the model, 
additional constraints have to be fulfilled. 

Adding this module with complex modeling of both the need for care and 
the type of care allows then to answer various questions in this area. Besides the 
possibility to forecast certain parameters such as the number and the proportion of 
people in need of care under ceteris paribuis conditions, the complex interdepen-
dency structure of the MikroSim model also allows to investigate the future effects 
of various social processes, such as the demographic change or the differentiation 
of family forms. 

An example of this is the discussion between the medicalization or the com-
pression thesis. Using microsimulation methods, for example, allows to analyze 
whether the progress in curative medicine leads to a higher number of people in 
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need of care due to a higher amount of years spent in disease (medicalization the-
sis). In contrast, the compression thesis assumes that the number of years spent in 
sickness will not increase, but that more of life will be spent in health. Adding this 
assumption as a complex “what-if” scenario then allows to compare the effects on 
a variety of target values that are either directly linked to this phenomenon (e.g. 
number of people in need of care, burden on the health care system), or that result 
from the interdependence structure of the simulation model (side effects such as a 
potential change in women’s labor force participation due to the need to care for 
dependents).

Achievements, current work, and further 
development
After the first phase of work, the datasets required for estimation have been 
obtained, harmonized, documented and been used to estimate parameters for 
cross-sectional characteristics and transition probabilities. The base dataset has 
been updated to new margins and enhanced by survey data estimates. 

The basic structure of the simulation model was planned and implemented as 
separate modules as shown in Figure 1. For each module, the processes required 
for updating the model were specified and estimated using available data. Resulting 
estimates were calibrated to known (regional) totals. The program code has been 
documented and tested. Currently, first test runs of the schooling simulation are in 
progress. 

Within the next period, the refinements described above will be implemented, 
e.g. rural-urban disparities and improved regional patterns. After that, sensitivity 
studies and policy scenarios will be run and analyzed. We intend to publish first 
simulation results 30 months after the project has started. The availability of fur-
ther data will furnish additional calibration methods. The modules will be fine-
tuned further, leading to improved reproduction of known regional patterns and 
rare subgroups. To support continuous data updates while preserving model repro-
ducibility, a data versioning system will be implemented in the simulation environ-
ment. 

During the next funding period, additional modules will be implemented 
to test scenarios for policy studies in housing, health service research and urban 
travel demand. We intend to open the simulation model for other research groups 
by building a research data center, operating on similar principles as other data 
research centers in Germany.
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