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Effects of Respondent and Survey 
Characteristics on the Response Quality of 
an Open-Ended Attitude Question in Web 
Surveys

Katharina Schmidt, Tobias Gummer & Joss Roßmann
GESIS – Leibniz Institute for the Social Sciences

Abstract
Open-ended questions have a great potential for analyses, but answering them often im-
poses a great burden on respondents. Relying on satisficing theory as an overarching 
theoretical framework, we derived several hypotheses about how respondent and survey 
level characteristics, and their interactions, might affect the quality of the responses to an 
open-ended attitude question in self-administered surveys. By applying multilevel analy-
ses to data from 29 web surveys, we examined the effects of respondent and survey level 
characteristics on three indicators of response quality: response length, response latency, 
and the interpretability of the answers. With respect to all three indicators, we found that 
more educated and more motivated respondents provided answers of significantly better 
quality compared to other respondents. However, the present study provides evidence that 
analyzing response quality exclusively with process-generated measures of quality may 
produce a misleading picture. Therefore, the addition of content-related indicators, such as 
the interpretability of responses, provides a more informative result. We found that the fur-
ther the open-ended question was located towards the end of the questionnaire, the fewer 
interpretable answers were given. Our results also indicated that if the survey was carried 
out in close proximity to a federal election, responses were more likely to be interpretable. 
Overall, our study suggests that the characteristics at the respondent and survey levels in-
fluence the response quality of open-ended attitude questions and that these characteristics 
interact to a small degree.

Keywords: Open-ended questions, response quality, web surveys, multilevel modeling, 
satisficing
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Researchers make use of open-ended questions in surveys because they allow 
respondents to report facts, behaviors, or attitudes without being restricted to 
a fixed set of answer choices. Open-ended questions can produce a much more 
diverse set of answers compared to closed-ended questions, which influence 
respondents’ answers by providing cues to what kind of information is being sought 
via their response format (Dillman, Smyth, & Christian, 2014; Fuchs, 2009; Reja, 
Manfreda, Hlebec, & Vehovar, 2003; Schuman & Presser, 1996; Tourangeau, Rips, 
& Rasinski, 2000). Although it is well established that open-ended questions are 
advantageous because researchers can collect rich and detailed information from 
respondents on a topic of interest, these questions often suffer from comparably 
lower response quality as, for instance, is indicated by higher levels of item nonre-
sponse (Reja et al., 2003; Schuman & Presser, 1996). 

However, the implications for response quality also depend on the type of 
open-ended questions. Factual or behavioral open-ended questions – for instance, 
questions on behavioral frequencies or personal characteristics (cf. Fuchs, 2009; 
Holbrook et al., 2014) – usually limit the universe of adequate responses because 
the requested form of answers is rather obvious. Yet, particularly open-ended ques-
tions that ask about frequencies often suffer from the problem that respondents pro-
vide rounded answers (cf. Holbrook et al., 2014; Tourangeau et al., 2000; Turner, 
Sturgis, & Martin, 2015). Answering open-ended attitude questions is usually more 
demanding for respondents because they ask for a detailed response that might 
include several themes and elaboration on these themes (Holland & Christian, 
2009; Smyth, Dillman, Christian, & McBride, 2009). Thus, responding to open-
ended attitude questions often requires substantial cognitive effort from respon-
dents, which is more burdensome and can lead to respondent fatigue (Dillman et 
al., 2014; Gummer & Roßmann, 2015; Holland & Christian, 2009). Consequently, 
respondents may use satisficing response strategies to reduce the burden of answer-
ing cognitively demanding open-ended attitude questions, which results in answers 
of lower quality (Holland & Christian, 2009; Krosnick, 1991, 1999). 

The susceptibility of open-ended attitude questions to satisficing response 
behavior is particularly relevant for self-administered surveys, which lack a human 
interviewer who can motivate respondents and guide them through the response 
process (Holland & Christian, 2009; Rada & Dominguez-Alvarez, 2013; Reja et 
al., 2003). A substantial body of methodological research has examined the effects 
of questionnaire and question design on response quality for web surveys (e.g., 
Couper, Tourangeau, Conrad, & Zhang, 2013; Smyth et al., 2009; Tourangeau, 
Couper, & Conrad, 2004). With regard to these considerations, the present study 
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aims to answer the following research question: What characteristics affect the 
response quality of open-ended attitude questions in web surveys? Identifying rel-
evant characteristics at the respondent and survey levels should effectively support 
researchers in designing web surveys that generate high-quality responses to open-
ended questions. 

Previous studies have compared the response quality of open-ended and 
closed questions (e.g., Reja et al., 2003), or have examined the mode differences 
in the response quality of web and paper questionnaires with respect to open-
ended questions (e.g., Kwak & Radler, 2002; Rada & Dominguez-Alvarez, 2013). 
In addition, existing research has mostly examined the effects of a limited num-
ber of characteristics on response quality, such as the interest of the respondent 
in the topic (e.g., Galesic & Bosnjak, 2009; Holland & Christian, 2009; Olson & 
Peytchev, 2007), mobile device usage (Revilla & Ochoa, 2015a; Toepoel & Lugtig, 
2014), and gender, age, or education (Couper & Kreuter, 2013; Denscombe, 2007; 
Yan & Tourangeau, 2008). The present study complements these studies in at least 
two ways. First, by applying multilevel modeling to data from 29 web surveys, 
we examined the characteristics of response quality at the respondent and survey 
levels, and the interaction of the variables at both levels. Second, with the notable 
exception of Holland and Christian (2009) and Smyth et al. (2009), prior studies 
have mostly used response length (e.g., Galesic, 2006; Galesic & Bosnjak, 2009; 
Grauenhorst, Blohm, & Koch, 2016; Kwak & Radler, 2002; Mavletova, 2013; Rada 
& Dominguez-Alvarez, 2013) or response time (e.g., Callegaro, Yang, Bhola, & 
Dillman, 2004; Galesic & Bosnjak, 2009) as indicators of response quality. The 
present study extends this research by using the interpretability of the responses to 
open-ended questions as an additional indicator of quality. As we argue later in the 
study, the interpretability of responses is potentially an even more appropriate and 
informative indicator of response quality than response length or latency. 

The remainder of this study is organized as follows. The next section intro-
duces satisficing as the theoretical framework for our study. Therefore, we present 
our expectations on how respondents cope with the cognitive demands of open-
ended attitude questions, and review the indicators of response quality that previous 
research has used. Then, by using satisficing theory, we derive a set of hypotheses 
on the effects of several survey and respondent characteristics on the response qual-
ity of open-ended attitude questions. The following sections describe the data, the 
operationalization of the independent and dependent variables, and the methods 
used in the empirical analysis. The last sections present and discuss the results and 
close with recommendations for further research.
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Theoretical Background
In the present study, we use satisficing theory (Krosnick, 1991, 1999) to measure 
and explain the response quality of open-ended attitude questions. Satisficing the-
ory provides theoretical mechanisms that link the characteristics of questions and 
respondents with the use of response strategies that negatively affect response qual-
ity. 

Satisficing theory assumes that answering survey questions usually requires 
respondents to pass through four stages of cognitive processing (Tourangeau & 
Rasinski, 1988; Tourangeau et al., 2000) – comprehension, information retrieval, 
judgment, and response selection. The response strategy that involves the complete 
and effortful execution of these cognitive processes is termed optimizing. However, 
if the difficulty of a question is high and a respondent is low in ability and/or moti-
vation, the respondent might decide to use a satisficing response strategy (Kros-
nick, 1991, 1999). While weak forms of satisficing imply less effortful cognitive 
processing, strong satisficing involves skipping altogether the cognitive processes 
of question comprehension, information retrieval, and judgment. Hence, satisficing 
enables respondents to reduce the burden of responding to cognitively demand-
ing survey questions (Krosnick, 1991, 1999). Consequentially, it follows from the 
propositions of the satisficing framework that the quality of responses should be 
poorer when respondents adopt weak or strong satisficing than when they optimize. 

Coping with the Cognitive Demands of Open-Ended 
Attitude Questions 

Satisficing theory states that under the condition of weak satisficing, respondents 
superficially or incompletely execute the processes of question comprehension, 
information retrieval, integration of the information into a summarizing judgment, 
and response reporting (Krosnick, 1991, 1999). Consequently, we assumed that 
respondents provide shorter and less detailed answers to an open-ended attitude 
question if they retrieve incomplete information or if they do not put sufficient effort 
into generating a well-formulated response. In line with previous research, we also 
suggest that short response latencies might indicate shortcuts and simplifications in 
the response process (see e.g., Greszki, Meyer, & Schoen, 2015; Roßmann, 2017; 
Roßmann, Gummer, & Silber, 2018; Smyth et al., 2009). 

If respondents pursue strong satisficing as a response strategy, they completely 
skip the cognitive processes of question comprehension, information retrieval, and 
judgment (Krosnick, 1991, 1999). Therefore, shortcutting the processes of com-
prehension can result in answers that do not correspond to the question. Further-
more, a failure to retrieve information and integrate it into a judgment may tempt 
respondents to provide a response that lacks interpretability because it contains 
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non-substantive information, such as “don’t know,” or nonsense entries, such as, for 
example, “:-)” (cf. Baker et al., 2010; Revilla & Ochoa, 2015b). 

Measuring the Response Quality of Open-Ended Attitude 
Questions

Prior research on open-ended questions in self-administered surveys has used sev-
eral indicators to study response quality. However, in most instances, these indica-
tors were not derived from a unifying theoretical framework that links respondents’ 
response strategies with the quality of their responses. 

First, previous studies often have related the accuracy of a response to its exten-
siveness, reasoning that the longer an open-ended response is, the more detailed 
and informative (e.g., Galesic, 2006; Galesic & Bosnjak, 2009; Grauenhorst, Blohm 
& Koch, 2016; Kwak & Radler, 2002; Mavletova, 2013; Rada & Dominguez-Alva-
rez, 2013). However, we need to be aware that longer responses are not necessarily 
more accurate than shorter ones. What we consider to be a high quality response 
also depends on the type of open-ended question. This study investigated open-
ended attitude questions, specifically those that asked about the most important 
problem facing a country. For this particular type of open-ended question, shorter 
answers may be sufficient for accurately expressing an attitude, compared to open-
ended questions that ask for more narrative responses. Depending on the content of 
a question, an inherent trade-off may exist between the extensiveness and accuracy 
of a response: Up to a certain point, the accuracy of a response increases with 
its length. However, at some point, a further increase in length may indicate that 
respondents put insufficient effort into integrating their retrieved information into a 
summarizing judgment. In these cases, it is often difficult to identify the informa-
tion that the question asked for. Thus, response length alone may not be an ideal 
indicator of response quality. 

Second, a growing body of research has suggested that longer response laten-
cies indicate more effortful and thorough cognitive processing and, as a conse-
quence, a higher quality response, compared to shorter response times (see, e.g., 
Greszki et al., 2015; Roßmann, 2017; Roßmann et al., 2018; Smyth et al., 2009). 
Accordingly, existing research has contended that respondents who do not put 
much effort into answering an open-ended question will tend to write less and 
have shorter response times (e.g., Revilla & Ochoa, 2015b). However, we have to 
acknowledge that longer latencies also may signal response problems or flawed 
questions (Bassili & Scott, 1996). For instance, some respondents might have dif-
ficulties understanding and answering a question because its wording is not concise 
or because it addresses several different topics at once. In this case, longer response 
latencies do not necessarily indicate higher quality. Short response latencies may 
also be the result of highly accessible attitudes and, thus, indicate responses of high 
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quality (cf. Fazio, 1990; Mayerl, Sellke, & Urban, 2005). Thus, we suggest that 
response latencies should not be used as the sole indicator of response quality.

Third, only a few studies have examined the richness of detail and interpret-
ability of responses to open-ended questions. Two of these studies looked at non-
substantive and nonsense answers (Mavletova, 2013; Revilla & Ochoa, 2015a), and 
Smyth et al. (2009) coded the content of open-ended answers with regard to the 
number of themes that respondents addressed and the additional elaboration they 
provided. For this purpose, Smyth et al. (2009) defined a theme as “a concept or 
subject that answered the question and was independent of all other concepts within 
the response” (p. 327). In line with their reasoning, we suggest that answers that 
cannot be interpreted (i.e., answers that do not constitute a theme) indicate low 
quality, since they lack informative content or do not correspond to the question at 
all. 

Although response length and, particularly, response latency are essentially 
process-generated measures, the interpretability of answers is a content-related 
indicator of response quality. In our view, this distinction is important because the 
different indicators of response quality may convey different information, and thus, 
their use in analyses might lead to different or even contradictory conclusions. As 
we assume throughout the present study, the interpretability of answers is likely 
a more appropriate indicator of response quality, compared to response length or 
latency, because it is less sensitive to conflicting assumptions about its association 
with quality. However, with regard to the majority of previous research and the 
naive expectations derived from satisficing theory, we base our analyses on the 
assumption that longer answers and longer response times reflect higher response 
quality.

Effects of Survey and Respondent Level Characteristics 
on the Quality of the Answers to an Open-Ended Attitude 
Question

In this section, we draw on satisficing as a theoretical framework to derive a com-
prehensive set of hypotheses to address the effects of explanatory factors on both 
survey and respondent levels (for an overview of our hypotheses, see Table 1). 

Survey Level Characteristics 
With respect to the survey level, an important factor is the location of the open-
ended question in the questionnaire. According to satisficing theory, the response 
burden accumulates over the course of a questionnaire, which in turn may lead 
to respondent fatigue (Krosnick, 1991, 1999). Consequentially, the later an open-
ended question is placed in a questionnaire, the higher are the chances that respon-
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dents already will be fatigued and that they will perceive answering the question as 
taxing. Thus, we expect that the later open-ended questions are asked in a survey, 
the lower will be the response quality (Hypothesis 1). 

Another factor at the survey level is the context of an interview. Surveys are 
conducted within broader societal environments that are characterized by events of 
which at least some will receive significant attention by the population under study. 
According to satisficing theory, it can be expected that if relevant information or 
pre-formulated attitudes are easily accessible, respondents should be motivated to 
optimize their responses – specifically, their cognitive processes of information 
retrieval should require much less effort (Krosnick, 1991, 1999). If a topic-related 
event occurs in close proximity to a survey, respondents should have more easily 
accessible information. Thus, we hypothesize that the closer a survey is conducted 

Table 1 Overview of the hypotheses

Hypothesis

Survey level
Hypothesis 1 The later open-ended questions are asked in a survey, the lower will 

be the response quality.
Hypothesis 2 The closer a survey is conducted to an event that is related to a ques-

tion topic, the higher will be the response quality.
Hypothesis 3 The respondents of a probability-based online panel provide better 

quality answers, compared to the respondents of an opt-in online 
panel.

Respondent level
Hypothesis 4 Higher educated respondents give better quality answers to open-

ended questions, compared to less educated respondents.
Hypothesis 5 Older respondents give lower quality answers to open-ended ques-

tions, compared to younger respondents.
Hypothesis 6 Highly motivated respondents give better quality answers, compared 

to less motivated respondents.
Hypothesis 7 Respondents using a mobile device to answer open-ended survey 

questions give lower quality answers, compared to respondents us-
ing a PC.

Cross-level interactions
Hypothesis 8 The later open-ended questions are asked in a survey, the larger is the 

effect of the respondents’ motivation on response quality.
Hypothesis 9 The closer a survey is conducted to an event that is related to a ques-

tion topic, the smaller is the effect of the respondents’ abilities on 
response quality.
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to an event that is related to a question topic, the higher will be the response quality 
(Hypothesis 2).

Further, we assume that opt-in online panelists and probability-based panelists 
differ in the quality of their responses. For example, a study by Silber, Lischewski, 
and Leibold (2013) compared the response behavior of the professional respondents 
of two online access panels with the less professional respondents of two web sur-
veys. Their results showed that the respondents of the online access panels had 
lower break-off rates and were more likely to answer an open-ended attitude ques-
tion. However, their answers were shorter and less often meaningful compared to 
the responses of the less professional respondents (Silber et al., 2013). In addition, 
due to the self-selection in the recruitment process, members of the opt-in online 
panels were more likely to hold multiple memberships in different online panels 
(Hillygus, Jackson, & Young, 2014). Therefore, we assume that the respondents 
from the opt-in online panels are used to answering large quantities of surveys. 
Moreover, since opt-in panelists presumably do more web surveys, compared to 
probability-based panelists, they may be less motivated to work through all four 
steps of cognitive processing, and satisfice more often (Baker et al., 2010). Thus, we 
expect that the respondents of a probability-based online panel to provide answers 
of better quality to open-ended questions, compared to the respondents of an opt-in 
online panel (Hypothesis 3).

Respondent Level Characteristics
With respect to the respondent level, we expect a set of individual characteristics 
to affect the efforts of respondents to form and report an interpretable response. 
According to our theoretical framework, respondents with greater ability are used 
to performing complex mental processes; they are practiced at thinking about the 
topic of a question and in formulating judgments (Krosnick, 1991, 1999). Previous 
research has shown that older respondents and those with lower levels of educa-
tion often provide answers of worse quality (Couper & Kreuter, 2013; Denscombe, 
2007; Knäuper, 1999; Loosveldt & Beullens, 2013; Olson & Peytchev, 2007; Roß-
mann et al., 2018; Yan & Tourangeau, 2008). Thus, we assume that higher educated 
and younger respondents give answers of better quality to open-ended questions, 
compared to less educated and older respondents, respectively (Hypothesis 4 and 
Hypothesis 5). 

At the respondent level, another important factor is a respondent’s motivation 
to answer questions accurately. Motivated respondents are more likely to perform 
all steps of the response process thoroughly, and thus, take their time to read and 
answer open-ended questions. In line with this assumption, previous studies have 
suggested that less motivated respondents give faster and shorter responses (e.g., 
Galesic & Bosnjak, 2009; Holland & Christian, 2009; Olson & Peytchev, 2007). 
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Thus, we hypothesize that highly motivated respondents give answers of higher 
quality, compared to less motivated respondents (Hypothesis 6).

In the past decade, the usage of Internet-capable mobile devices, like smart-
phones and tablets, has increased substantially (Gummer, Quoß, & Roßmann, 
2019). Previous research has demonstrated that the use of these mobile devices 
affects response quality (De Bruijne & Wijnant, 2013; Mavletova, 2013; Peytchev & 
Hill, 2010; Stapleton, 2013). In particular, with regard to screen size, smartphones 
differ considerably from personal computers (PCs) and tablets. Since a smaller 
screen size limits the amount of visible information, respondents sometimes need 
to scroll or zoom to see the whole question. In addition, selecting a response on a 
touch screen may take longer due to the smaller screen size (Couper & Peterson, 
2017). Thus, answering survey questions on a smartphone may require more effort 
from respondents (Couper & Peterson, 2017; De Bruijne & Wijnant, 2013; Mavle-
tova, 2013; Peytchev & Hill, 2010; Stapleton, 2013) and therefore increase the bur-
den of providing open-ended responses. Apart from that, respondents may use their 
smartphones and tablets more often to respond to surveys when they are outside 
of their home (Mavletova, 2013), and they may be more likely to multitask while 
completing web surveys (Couper & Peterson, 2017). Therefore, distractions or 
interruptions may be more common among users of mobile devices, which in turn 
can negatively affect response quality. This scenario is particularly important with 
respect to open-ended questions because users of smartphones or tablets usually 
need to enter their answer on a virtual keyboard, which often is more difficult, and 
thus, slower than using a regular keyboard with a desktop or notebook computer. In 
line with these assumptions, studies by Mavletova (2013) and Lugtig and Toepoel 
(2016) found that the use of smartphones to answer web surveys was associated 
with shorter responses to open-ended questions. Thus, we expect respondents using 
a mobile device to give answers of lower quality to open-ended attitude questions, 
compared to respondents using a PC (Hypothesis 7). 

Cross-Level Interactions
Although the factors discussed above are conceptually located at different levels, 
we assume that they interact. According to satisficing theory, respondents differ 
in their response strategy depending on the position of the open-ended questions 
in the survey, and their motivation (Krosnick, 1991, 1999). Whereas higher moti-
vated respondents probably invest more effort in answering open-ended questions, 
regardless of their position in the survey, less motivated respondents are likely to 
experience respondent fatigue earlier and switch their response strategy to satisfic-
ing (cf. Hypothesis 6). The closer an open-ended question is located near the end of 
the questionnaire, the larger are the differences between the respondents who are 
low in motivation and those who are highly motivated. Thus, we assume that the 



methods, data, analyses | Vol. 14(1), 2020, pp. 3-34 12 

later the open-ended questions are asked in a survey, the larger is the effect of the 
respondents’ motivation on response quality (Hypothesis 8).

Similarly, we expect an interaction between the proximity of a survey to a top-
ically relevant event and respondents’ ability to answer thoroughly an open-ended 
question on that topic. We also assume that the increased availability of topic-
related attitudes and information diminishes the differences between highly able 
and less able respondents. In this regard, we hypothesize that the closer a survey is 
conducted to an event that is related to a question topic, the smaller is the effect of 
the respondents’ abilities on response quality (Hypothesis 9). 

Data 
The present study draws on pooled data from 29 cross-sectional web surveys that 
were conducted between 2009 and 2015 as part of the German Longitudinal Elec-
tion Study (Rattinger et al., 2009-2015). Building on the foundations of a repeated 
cross-section design, key questions were asked repeatedly in each survey, which 
covered topics such as political attitudes and behaviors, and socio-demographics. 
Surveys 1-16 used samples from a large German opt-in online panel with about 
65,000 to 100,000 active panelists who were recruited to answer surveys on specific 
issues via online advertisements or via blogs and social media channels. In con-
trast, surveys 17-29 were sampled from a German probability-based online panel 
that was comprised of about 40,000 active panelists who were recruited at the end 
of regular computer-assisted telephone surveys (CATI) that drew on random digit 
dialing sampling. Comparable quotas on age, sex, and education were used to select 
each of the 29 samples for the web-based cross-sectional surveys. Accordingly, we 
calculated each survey’s completion rate (AAPOR, 2016) following the recommen-
dations of Callegaro and DiSogra (2008). On average, the completion rate was 82% 
(for details, see Appendix Table A.1). The pooled data set had 32,494 respondents 
(~1,120 per survey). 

For our analyses, we selected a question measuring public opinion that is 
regularly asked in open-ended form in surveys (cf. Schuman & Presser, 1996): a 
question about the most important problem facing the country. The wording of 
the question was the same for all 29 surveys: “In your opinion, what is the most 
important political problem facing Germany at the moment?” The original German 
wording was: “Was ist ihrer Meinung nach gegenwärtig das wichtigste politische 
Problem in Deutschland?“ While the wording of the question was constant across 
the surveys, the design of the question was slightly changed in some surveys. From 
survey 18 onwards, the maximum length of respondents’ answers was technically 
limited to 100 characters, which forced respondents to shorten their response. Also, 
in surveys 21-24, the question was supplemented with additional features that made 



13 Schmidt et al.: Effects of Respondent and Survey Characteristics

respondents aware of the response length limit. In our analyses, we included these 
changes in design as controls (see below). Answering the open-ended question 
was voluntary in each of the 29 surveys, so respondents could decide whether they 
would give an answer or leave the text box empty. 

We created three indicators of the quality of the responses to the open-ended 
attitude question that served as dependent variables in our analyses: response 
length, response latency, and the interpretability of the answers. We operational-
ized response length by counting the number of characters. Since the character-
based measure of length was skewed to the right (Skewness=2.64), we used the nat-
ural logarithm of the length for our further analyses. This transformation reduced 
the skewness to 0.44. 

We measured response latency to the open-ended question in seconds.1 As 
before, we used the natural logarithm to account for the skewness of the response 
latency measure. This reduced the skewness from 1.40 to -0.65. 

Furthermore, we used the interpretability of the responses as a content-related 
indicator of response quality. During data processing, we coded respondents’ 
answers to the open-ended questions into categories using a predefined coding 
scheme developed and extensively tested by the project team of the German Lon-
gitudinal Election Study.2 We used the categories of this coding scheme to cre-
ate a dummy variable that indicated whether the answers were interpretable or not 
(0 = not interpretable / 1 = interpretable). Answers that could not be interpreted 
(e.g., “asdf”, “---”), did not mention a problem (“don’t know”), or represented a 
refusal were coded as not interpretable. Answers that corresponded to the question 
and mentioned specific themes (e.g., “unemployment”) were coded as substantive 
responses. 

To explain response quality, we drew on a set of independent variables at the 
survey and respondent level. In addition, we included two cross-level interactions. 
Table 2 presents the descriptive statistics for all the variables we used in our analy-

1 An issue with response latencies is that their distributions are almost inevitably skewed 
(Fazio, 1990). Particularly in the absence of an interviewer in web-based surveys, we 
observed a characteristic long tail of slow latencies in the distribution. Since we do not 
know whether extremely slow latencies are caused by situational factors (e.g., distrac-
tions) or by lower abilities of respondents, we used a common outlier detection method 
and, in each survey, set response latencies that were longer than the mean plus two 
times the standard deviation of the distribution to missing (see e.g., Bassili & Fletcher, 
1991). Therefore, we first omitted extreme outliers (5 minutes or more to answer the 
question) that would have skewed the distribution and affected the mean-based outlier 
criterion. Applying this approach, we classified 7.9% of the data points as response 
time outliers.

2 The development of the coding scheme for the open-ended question on the most im-
portant problem facing Germany was complemented by extensive tests of inter-coder 
reliability. Then, the coders received a comprehensive coding scheme, which included 
further information and detailed coding instructions to ensure high coding quality.
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ses. A more detailed discussion on the operationalization of respondent level vari-
ables is provided in Appendix B.

At the survey level, we included three variables to test Hypotheses 1, 2, and 
3. First, the web surveys used in this study applied a paging design (Couper, 2008). 
Thus, the screen on which the open-ended question appeared was a very good esti-
mate of its position in the questionnaire (Hypothesis 1). For instance, in survey 29, 
the open-ended question appeared on the 10th screen. For an easier interpretation 
of the effects in our models (see Section 5), we rescaled the variable to a range of 
0 to 1. Second, we included a dummy variable that indicated whether a survey was 
conducted within 6 months before or after the German federal elections in the years 
2009 and 2013 (Hypothesis 2). Elections are among the most important political 
events in democratic societies. Since both the open-ended attitude question and 
web surveys were strongly related to political issues and elections in particular, it is 
likely that respondents have more readily available attitudes in times when a mul-
titude of these issues are central to the public debate. Political information should 
be highly available for respondents due to election campaigns, which they can fol-
low on advertising posters, television, or the Internet. In addition, during election 
campaigns, the appearance of specific political issues in the media and their han-
dling by the candidates is higher (Huber, Rattinger, & Wagner, 2009; Schumann 
& Schoen, 2009). Third, we created a dummy variable that indicated whether the 
survey used respondents from an opt-in (surveys 1–16) or a probability-based (sur-
veys 17–29) online panel (Hypothesis 3). For controls, we included two variables 
that indicated whether the response length was technically limited (0 = no / 1 = 
yes) and whether the question was supplemented with additional features to make 
respondents aware of the 100 characters response length limit (0 = no / 1 = yes).

With respect to the respondent level, we used education (0 = low / 1 = inter-
mediate / 2 = high) as an indicator of the respondent’s ability (Hypotheses 4). Since 
we also assumed that ability is associated with age, we included it (0 = 18–29 / 1 
= 30–39 / 2 = 40–49 / 3 = 50–59 / 4 = 60+) as a second indicator (Hypothesis 5). 
Hypothesis 6 suggests that a respondent’s motivation may influence their response 
behavior. Accordingly, we included three related variables: interest in the survey 
topic (0 = low interest in politics / 1 = intermediate interest in politics / 2 = high 
interest in politics), strength of the respondent’s identification with a political party 
(0 = none / 1 = moderate / 2 = strong), and (intended) turnout to vote in a federal 
election (0 = no / 1 = yes). To examine the effects of different devices on response 
quality (Hypothesis 7), we identified whether respondents used a PC (desktop or 
notebook), tablet, or smartphone to complete the survey. The information on the 
device was extracted from the user agent string using the Stata command parseuas 
(Roßmann & Gummer, 2016). For control variables, we included the respondent’s 
sex (0 = male / 1 = female) and region of residence (0 = East Germany / 1 = West 
Germany). 
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Table 2 Variables used to explain the response quality of open-ended attitude 
questions

Variable M Min Max N

Survey level
Position of open-ended question 0.15 0 1 29
Proximity to election 0.41 0 1 29
Probability-based online panel 0.45 0 1 29

Respondent level
Age
   18–29 0.23 0 1 32,494
   30–39 0.20 0 1 32,494
   40–49 0.24 0 1 32,494
   50–59 0.16 0 1 32,494
   60+ 0.16 0 1 32,494

Education
   low 0.31 0 1 32,209
   intermediate 0.39 0 1 32,209
   high 0.30 0 1 32,209

Interest in politics
   low 0.21 0 1 32,458
   intermediate 0.40 0 1 32,458
   high 0.39 0 1 32,458

Intention to vote 0.85 0 1 32,449

Strength of party identification
   none 0.28 0 1 32,426
   moderate 0.28 0 1 32,426
   strong 0.44 0 1 32,426

Device
   personal computer 0.93 0 1 32,491
   smartphone 0.04 0 1 32,491
   tablet 0.03 0 1 32,491

Control Variables
Technical limit of answer to 100 characters 0.41 0 1 29
Information on 100 characters limit 0.14 0 1 29
Sex: Female 0.50 0 1 32,494
Region: West Germany 0.80 0 1 32,487

Note. M = mean. Statistics at the respondent level variables are calculated with N = 
number of respondents. Statistics at the survey level are calculated with N = number of 
surveys.
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As argued previously in the present study, interactions between respondent and sur-
vey characteristics can be assumed to partially explain response behavior. Thus, 
we created a cross-level interaction between the location of the open-ended atti-
tude question in the questionnaire and the respondents’ interest in the survey topic 
(Hypothesis 8). Further, to test whether topic-related events enhance the avail-
ability and accessibility of relevant attitudes and information, we created a second 
cross-level interaction between the survey’s proximity to a federal election and the 
respondents’ ability as indicated by their level of education (Hypothesis 9). 

Methods 
To statistically account for the multilevel structure of our data – individuals clus-
tered in surveys – and to test the hypotheses and interactions of two conceptual lev-
els (respondent and survey level), we applied multilevel modeling (Hox, 2010; Luke, 
2004; Rabe-Hesketh & Skrondal, 2008; Snijders & Bosker, 1999) using Stata 14.1. 
This approach explicitly modeled that the characteristics of the lower level (i.e., 
respondents) depend on the higher level (i.e., surveys). Our mathematical expres-
sions mainly refer to the work of Snijders and Bosker (1999) and Luke (2004). 

We fitted a random intercept model with fixed slopes and cross-level interac-
tions. Since we assumed that the location of a question in a survey and the proxim-
ity of a survey to a topic-related event explain the variation in the coefficients of 
respondents’ ability and motivation (Hypotheses 8 & 9), the slopes were fixed. In 
the following, ijY  denotes an individual i’s response behavior in survey j. pijX  is a 
vector of p characteristics at the respondent level, whereas qjZ  is a vector of q char-
acteristics at the survey level. pij qjX Z  is a vector of cross-level interactions. Thus, 

0 pγ , 0qγ , and qpγ  are the respective regression coefficients. 00γ  is the grand mean, 0 ju  
is the survey level residuals, and ijr  is the respondent level residuals. Consequently, 
our final (linear) model used to explain response length and latency is denoted in 
single-equation form as follows:

00 0 0 0ij p pij q qj qp pij qj j ijY X Z X Z u rγ γ γ γ= + ∑ + ∑ + ∑ + +  

in which ( )lnij ijY Y=  is the transformed response length and latency that we used 
as dependent variables. Due to their operationalization, we assumed that both 
response length and latency indicators are approximately normally distributed.

Since our theoretical reasoning remained the same for our binary dependent 
variable, the respective logistic multilevel model also was specified as a random 
intercept fixed slope model with cross-level interactions. Accordingly, we modelled 
the probability of respondent i giving an interpretable answer ijP  in survey j as fol-
lows: 
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00 0 0 0( )ij p pij q qj qp pij qj jlogit P X Z X Z uγ γ γ γ= + ∑ + ∑ + ∑ +  

Results 
Before reporting the results of our multilevel models, we will briefly discuss the 
variation in the length of responses, response latencies, and interpretable answers 
across surveys. Figure 1 shows the length of the responses and visualizes the varia-
tions between surveys, which is particularly evident for the surveys 18-29 in which 
the response length was limited to 100 characters. 

 Figure 1 Boxplots of the response length to the question on the most important 
political problem facing Germany for 29 web surveys

The boxplots of Figure 2 illustrate the variations in response latencies across sur-
veys. These plots suggest that a strong variation exists in latencies within each 
survey, and between surveys. Apparently, the average response latencies increased 
after the sampling switched from an opt-in panel to a probability-based panel in 
survey 17. 
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  Figure 2 Boxplots of response latency to the question on the most important 
political problem facing Germany for 29 web surveys

Figure 3 depicts the variation in the share of interpretable answers to the open-
ended question. On average, 88.05% of the answers were interpretable with a strong 
variation across surveys. Notably, more between-survey variation of interpretable 
answers seems to occur when an opt-in panel was used; and a more homogeneous 
(but larger) share of interpretable answers seems to occur between surveys when a 
probability-based panel was used. Table 3 shows the results of the multilevel mod-
els for the three indicators of response quality: response length (Model 1), response 
latency (Model 2), and interpretability of the answers (Model 3).
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 Figure 3 Share of interpretable answers to the question on the most important 
political problem facing Germany for 29 web surveys

Note that all variables reported in Table 3 range from 0 to 1. Thus, the coefficients 
of Model 1 and 2 provide the marginal effects of each of the dependent variables. 
This enables an easy interpretation of the coefficients, since a 1-unit change in any 
of the independent variables is equivalent to comparing a respondent at the mini-
mum value of the respective variable to a respondent at the maximum value. Simi-
larly, we report the average marginal effects (AMEs) for logistic Model 3. AMEs 
enable an intuitive interpretation as the average effect on the probability over all 
cases in the sample (Best & Wolf, 2015).3 

3 We tested multiple hypotheses in our study what could possibly result in capitalizing 
on chance (Type I error, i.e., rejecting too many null hypotheses). However, popular 
adjustment methods such as the Bonferroni correction come at the price of lowering 
statistical power and, in turn, increase the chance of Type II errors (Gelman, Hill, & 
Yajima, 2012; Rothman, 1990). Against this caveat, we remain skeptical whether to 
correct for this potential issue. In addition, we derived all hypotheses from satisficing 
theory and prior research, what lays ground for a careful assessment of the plausibility 
of effects that we found to be statistically significant. In our view, this approach should 
limit the negative consequences that potential Type I errors might have. Accordingly, 
we argue that the problem of multiple comparisons is not likely to be a major issue in 
the present study. 
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To assess the explanatory power of our models, we calculated the intraclass 
correlation coefficient (ICC) for all three dependent variables based on empty mod-
els. For the response length (ICC = .05), the response latency (ICC = .07), and the 
interpretability of the answers (ICC = .07), part of the variance can be attributed to 
the survey level. The residual variances of our three final models (Table 3) further 
indicate that including our covariates reduced the proportion of unexplained varia-
tion between surveys.

Table 3 Multilevel models of the response quality to open-ended attitude 
questions

  Model 1 Model 2 Model 3
Response 
Length

Response 
Latency

Response  
Interpretability

b (SE) b (SE) b (SE) AME (SE)

Survey level effects
Position of open-ended question -0.041 -0.452*** -0.886*** -0.083***

(0.104) (0.107) (0.241) (0.023)
Proximity to election 0.034 0.123* 0.466*** 0.044***

(0.048) (0.053) (0.125) (0.012)
Probability-based online panel -0.296*** 0.343*** 0.918*** 0.086***

(0.089) (0.100) (0.244) (0.023)

Respondent level effects
Education: low Ref. Ref. Ref. Ref.
   intermediate 0.041* -0.006 0.259*** 0.024***

(0.018) (0.016) (0.059) (0.006)
   high 0.111*** 0.049** 0.463*** 0.044***

(0.019) (0.017) (0.069) (0.007)

Age: 18–29 Ref. Ref. Ref. Ref.
   30–39 -0.026 0.079*** 0.262*** 0.025***

(0.017) (0.015) (0.050) (0.005)
   40–49 -0.043** 0.187*** 0.662*** 0.062***

(0.016) (0.014) (0.052) (0.005)
   50–59 -0.050** 0.247*** 0.817*** 0.077***

(0.018) (0.016) (0.064) (0.006)
   60+ 0.056** 0.405*** 0.896*** 0.084***

(0.018) (0.017) (0.070) (0.007)

Interest in politics: low Ref. Ref. Ref. Ref.
   intermediate 0.102*** 0.177*** 0.681*** 0.064***

(0.018) (0.016) (0.052) (0.005)
   high 0.210*** 0.228*** 1.354*** 0.127***

(0.019) (0.017) (0.069) (0.007)
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  Model 1 Model 2 Model 3
Response 
Length

Response 
Latency

Response  
Interpretability

b (SE) b (SE) b (SE) AME (SE)

Intention to vote -0.065*** 0.039** 0.233*** 0.022***
(0.017) (0.015) (0.046) (0.004)

Strength of party identification: none Ref. Ref. Ref. Ref.
   moderate -0.048** 0.083*** 0.387*** 0.036***

(0.015) (0.013) (0.046) (0.004)
   strong -0.082*** 0.082*** 0.657*** 0.062***

(0.014) (0.013) (0.047) (0.005)

Device: personal computer Ref. Ref. Ref. Ref.
   smartphone -0.163*** 0.129*** 0.073 0.007

(0.028) (0.025) (0.102) (0.010)
   tablet -0.152*** 0.010 0.110 0.010

(0.031) (0.029) (0.135) (0.013)

Cross-level interaction effects
Interest in politics: intermediate × 0.022 0.056 -0.361* -0.034*
Position of open-ended question (0.067) (0.054) (0.150) (0.014)
Interest in politics: high × -0.009 0.122* -0.510** -0.048**
Position of open-ended question (0.066) (0.054) (0.170) (0.016)
Education: intermediate × -0.056* -0.023 -0.076 -0.007
Proximity to election (0.026) (0.023) (0.084) (0.008)
Education: high × -0.053 -0.076** -0.247* -0.023*
Proximity to election (0.028) (0.025) (0.098) (0.009)

Control variables
Technical limit of answer to 100 
characters

-0.073 -0.039 -0.206 -0.019
(0.091) (0.102) (0.248) (0.023)

Information on 100 characters limit 0.091 0.059 -0.167 -0.016
(0.059) (0.066) (0.155) (0.015)

Sex: female 0.026* -0.046*** -0.071 -0.007
(0.011) (0.010) (0.038) (0.004)

Region: West Germany -0.007 -0.046*** -0.157** -0.015**
(0.013) (0.012) (0.048) (0.005)

Intercept 3.346*** 2.820*** 0.132
(0.039) (0.039) (0.102)

0

2
uσ 0.006 0.008 0.036

2
rσ 0.781 0.683 3.290

N 28,264 29,520 32,062  

Note. p-values: * p < 0.05, ** p < 0.01, *** p < 0.001.
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Survey level effects
With respect to the location of the open-ended question in the questionnaire 
(Hypothesis 1), we did not find any evidence that later placement affected the length 
of answers. However, respondents took less time to answer the question the later 
it was placed in a questionnaire. Further, respondents gave interpretable answers 
to a significantly lesser extent the later the open-ended question was asked in the 
survey. The latter two findings are in line with the expectation that fatigue increases 
over the course of a questionnaire, which increases the likelihood of respondents 
adopting a satisficing response strategy. 

Also, we hypothesized that if the survey was conducted in proximity to 
a topic-related event (i.e., the German federal elections 2009 and 2013), respon-
dents would provide answers of higher quality due to the increased availability and 
accessibility of pre-formulated attitudes and relevant information (Hypothesis 2). 
The results of Models 2 and 3 showed that respondents took more time to answer 
and that responses were more likely to be interpretable if the survey was carried out 
6 months before or after an election, which we hypothesized to be an effect of more 
accessible information. We did not observe significant effects on response length. 

Next, we expected that respondents of a probability-based online panel would 
provide higher quality responses to an open-ended attitude question, compared 
to opt-in panelists (Hypothesis 3). Again, our findings are mixed. We found that 
membership in the probability-based online panel had a negative effect on response 
length. However, this negative effect was not particularly surprising, since the 
introduction of the 100 character limit in survey 18 almost perfectly coincided 
with the change of the panel provider in survey 17. Accordingly, we refrain from 
overinterpreting this finding. In contrast, we found a positive effect of membership 
in a probability-based online panel on response latency. Our results also revealed 
that respondents of the probability-based online panel gave interpretable answers 
at a significantly higher rate than the opt-in panelists. The latter findings supported 
our theoretical expectation that the sample of the probability-based online panel 
was composed of less over-surveyed, and thus, more motivated respondents who 
engaged in providing interpretable responses, compared to the sample of the opt-in 
online panel. 

Respondent level effects 
As we had expected in Hypothesis 4, our results confirmed that highly educated 
respondents gave answers of higher quality. On average, their answers were lon-
ger, and they took more time to respond to the open-ended question, compared 
to less educated respondents. Higher educated respondents also gave interpreta-
ble answers at a higher rate. These findings are in line with the assumption that 
respondents high in ability are more likely to carefully execute all steps of cogni-
tive processing. In contradiction to Hypothesis 5, we found that the group of the 
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oldest respondents needed more time to answer the open-ended question and gave 
interpretable responses to a greater extent, compared to younger age groups. On 
the basis of these findings, we rejected Hypothesis 5. On the one hand, the lower 
response quality of younger respondents was surprising, since previous studies 
(e.g., Knäuper, 1999) and satisficing theory (Krosnick, 1991) have suggested that 
younger respondents tend to provide better responses due to a higher working mem-
ory capacity (i.e., ability). On the other hand, we interpret our results as an indica-
tion that age might not be a well-suited measure for determining respondents’ abili-
ties to thoroughly answer open-ended questions (cf. Holbrook, Krosnick, Moore, & 
Tourangeau, 2007).

With regard to motivation (Hypothesis 6), we found that respondents with 
a higher interest in a survey topic provided a significantly better response qual-
ity than less interested respondents. They gave longer answers, took more time to 
respond, and provided interpretable answers at a higher rate. These results indicate 
that interest in a survey topic plays an important role in shaping the quality of 
the responses to open-ended questions (see, e.g., Holland & Christian, 2009). In 
contradiction to our expectations, respondents who turned out, or intended to vote 
gave significantly shorter responses, compared to those who did not intend to vote. 
A similar pattern emerged with respect to respondents’ identification with a politi-
cal party: respondents who reported a strong or at least a moderate psychological 
attachment gave significantly shorter answers than those who did not identify them-
selves with a party at all. However, in line with Hypothesis 6, a moderate or strong 
party identification had significant positive effects on the response latency and 
interpretability of the response. Thus, our findings regarding the effects of motiva-
tion on response quality largely confirm Hypothesis 6. 

In line with previous studies (e.g., Lugtig & Toepoel, 2016; Mavletova, 2013), 
our results showed that tablet or smartphone usage negatively affected the number 
of characters entered, compared to the use of a PC (desktop or notebook). Smart-
phone users also took more time to answer the open-ended attitude question than 
respondents using a PC. As discussed previously in the present study, respondents 
may take longer answering survey questions with a smartphone due to the smaller 
screen size and the use of virtual keyboards (e.g., Couper & Peterson, 2017; Mav-
letova, 2013). However, we found no significant effects of mobile device usage on 
the rate of interpretable answers. Thus, Hypothesis 7 was only partly confirmed 
with respect to the length of answers and response latency for smartphone users. 
We suggest that these findings indicate that the use of mobile devices - particularly 
smartphones - has notable effects on the process of entering open-ended responses, 
but not necessarily on the quality of the content. 
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Cross-level interaction effects
In the last step of our analyses, we examined whether the respondent and survey 
level factors interacted across conceptual levels to affect the quality of the responses 
to open-ended questions. 

In particular, we assumed that the later the open-ended attitude questions are 
asked in a survey, the larger is the effect of the respondents’ motivation on their 
response quality (Hypothesis 8). For the purpose of illustration, Figure 4 presents 
interaction plots for each of the three indicators. 

 Note. Predicted values based on models presented in Table 3: Model 1 = response length, 
Model 2 = response latency, and Model 3 = interpretability of response. 

Figure 4 Cross-level interactions between the position of an open-ended 
question in a survey and the effects of respondents’ motivation on 
response quality

In contrast to our expectation, we found no significant effects on response length 
due to the cross-level interaction of respondents’ interest in a survey topic and 
the location of the open-ended attitude question in the questionnaire (Figure 4, 
first plot). Although Models 2 and 3 showed significant interaction effects on the 
response latency (for high political interest) and interpretability of responses, the 
visual presentation of these effects (Figure 4, second and third plot) suggests that 
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the differences between respondents who are low in motivation and those who are 
highly motivated is only slightly different if the open-ended attitude question is 
located towards the end of the questionnaire. Consequently, even though we found 
that effects occurred, their impact seems to be limited. With regard to Hypothesis 
9, we found a significant negative effect on the length of answers due to the interac-
tion between the intermediate levels of education and the proximity of a survey to a 
federal election (Figure 5, first plot). 

 Note. Predicted values based on models presented in Table 3: Model 1 = response length, 
Model 2 = response latency, and Model 3 = interpretability of response. 

Figure 5 Cross-level interactions between the proximity of a survey to a fed-
eral election and respondents’ education level

In addition, significant impacts occurred on the interpretability of responses and 
response latencies due to the interaction of high education and the proximity of 
a survey to a federal election (Figure 5, second and third plot). With respect to 
the respondent level, the study found that highly educated respondents provided 
answers of higher quality, compared to lower educated respondents (cf. Hypothesis 
3), and all respondents gave more interpretable answers during a time period of 6 
months before or after a federal election (cf. Hypothesis 2). However, the cross-level 
interaction effects imply a more complex association. In line with our theoretical 
expectations, it seemed that in times where political issues were central in the pub-
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lic debate, related attitudes and information also were more readily accessible for 
less educated respondents. The results indicated that the differences in response 
quality between low and highly educated respondents were reduced by the occur-
rence of a topic-related event (i.e., a federal election) (Hypothesis 9), albeit only to 
a small extent as Figure 5 illustrates.

Conclusion
The present study investigated the effects of respondent and survey characteristics 
on the response quality of open-ended attitude questions in web surveys, which 
complements previous research in several ways. First, we analyzed a pooled data 
set of 29 web surveys on the political attitudes and behaviors of German Internet 
users. These data not only enabled us to study respondent level effects, but also to 
gain new insights into the effects of survey design, and the interaction of this design 
and respondent characteristics on the response quality of an open-ended attitude 
question. 

Second, we used three different indicators of response quality. Nevertheless, 
the results of our analyses with these three indicators did not provide unambigu-
ous evidence for every hypothesis. Thus, the question arises as to whether short 
responses or latencies consistently imply bad response quality or not. In other 
words, we need to ask whether the relationship between these indicators and 
response quality is more complex than the majority of previous studies have sug-
gested (see Section 2). Our results indicate that analyzing the response quality to 
an open-ended attitude question exclusively with single indicators, for instance, 
with response length or latency, may create a misleading picture. Including con-
tent-related indicators such as the interpretability of responses provided us with 
more differentiated insights, compared to the exclusive use of process-generated 
measures of quality (i.e., response length or latency). Moreover, for the majority of 
the survey and respondent level variables, their effects on the content-related mea-
sure of response quality were in line with the theoretical expectations. We believe 
this result is an indication that the content-related measure captured what is most 
generally understood as the response quality of open-ended questions. Thus, in 
future studies on the quality of responses to open-ended questions in surveys, we 
recommend using content-related indicators, such as the number of themes that 
were addressed (Smyth et al., 2009) or the interpretability of answers. For future 
research, studying a variety of response quality indicators and exploring the empir-
ical and theoretical relationships between them certainly seems worthwhile.

Third, we used satisficing theory to analyze the response quality of open-
ended questions. The analyses we carried out lend support to several hypotheses on 
the effects of respondent and survey level characteristics on response quality, which 
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we derived from the satisficing framework. In particular, our empirical results sup-
port the assumption that motivated respondents and those high in ability provided 
higher quality responses. These results are in line with previous studies that have 
found that respondents who are more interested in a survey topic or who are more 
highly educated are more likely to provide an open-ended response of good quality, 
compared to less motivated or less able respondents (Denscombe, 2007; Holland & 
Christian, 2009; Knäuper, 1999; Smyth et al., 2009). 

Fourth, by including cross-level interactions in our models, we found that fac-
tors on different conceptual levels were not completely independent in affecting 
response quality. This finding emphasizes the need for further studies on the effects 
on answer quality caused by the cross-level interactions between respondent and 
survey level characteristics. Moreover, the finding that significant, albeit small, dif-
ferences exist with respect to interpretable responses - due to the interaction of the 
location of the open-ended question in the survey and respondents’ low and high 
in interest in a survey topic - highlights the importance of considering a respon-
dent’s motivation when designing web surveys. This finding supports the results 
from experimental studies that have demonstrated that altering the visual design 
of a survey can stimulate less motivated respondents to provide responses of better 
quality (cf. Holland & Christian, 2009; Smyth et al., 2009). For example, Smyth 
et al. (2009) found that using an introduction that emphasizes the importance of 
answers to the researchers increased the respondents’ elaboration of themes. Also, 
the results of our study indicate that survey designers should take into account the 
societal context during the data collection period, since the response quality of an 
open-ended attitude question can be influenced by topic-related events that occur in 
proximity to the survey (e.g., a federal election). The present study has shown that 
the occurrence of such an event can diminish the differences in response quality 
that normally are caused by the differences in respondents’ abilities. This finding 
is particularly important when analyzing (pooled) longitudinal data sets, which are 
comprised of interviews that were conducted in close proximity to topic-related 
events and others that were not. As our findings suggest, measurement errors are 
not homogenous across surveys; instead, they differ systematically. During analy-
ses, these errors may be mistaken for a substantive change over time or surveys.

The following limitations of the present study should, however, be consid-
ered. First, with regard to the political topic of a survey and the particular type of 
open-ended attitude question (the most important problem), we suggest that follow-
up studies should further examine how findings can vary across different survey 
topics or hold for other types of open-ended questions (e.g., open-ended questions 
that require more narrative responses). Second, in the present study, we limited the 
number of survey level characteristics because we decided to pool similar surveys. 
In light of this limitation, future studies could compile a more diversely designed 
set of surveys to test more interactions of more factors at the respondent and sur-
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vey levels. Compiling a larger collection of surveys should help future studies to 
arrive at findings that are more robust. Finally, a further interesting opportunity 
for upcoming research would be to develop additional content-related indicators 
of data quality to measure how strongly responses correspond to the actual open-
ended question, and whether these responses are interpretable. 
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APPENDIX A

Table A.1 Survey participation statistics

Survey Field Period

N Completion 
Rate

accepted  
invitation

screened out 
& rejected breakoff in %

1 Apr 30 - May 05, ’09 4557 803 442 88.2
2 Mai 27 - Jun 05, ’09 2566 945 409 74.8
3 Jul 03 - Jul 13, ’09 1820 272 415 73.2
4 Jul 31 - Aug 11, ’09 1927 176 607 65.3
5 Aug 24 - Sep 01, ’09 1879 228 512 69.0
6 Sep 18 - Sep 27, ’09 1634 268 213 84.4
7 Sep 29 - Oct 08, ’09 2163 623 393 74.5
8 Dec 10 - Dec 20, ’09 1803 275 397 74.0
9 Apr 15 - Apr 23, ’10 1563 222 205 84.7

10 Jun 24 - Jul 05, ’10 1671 290 243 82.4
11 Sep 16 - Sep 26, ’10 1858 586 124 90.3
12 Dec 09 - Dec 19, ’10 1636 357 135 89.4
13 Mar 09 - Mar 19, ’11 1604 246 221 83.7
14 May 23 - Jun 03, ’11 1618 185 283 80.3
15 Aug 24 - Sep 03, ’11 1643 316 169 87.3
16 Dec 08 - Dec 18, ’11 1640 303 223 83.3
17 May 02 - May 15, ’12 1709 427 266 79.3
18 Sep 17 - Oct 01, ’12 1517 254 188 85.1
19 Jan 04 - Jan 19, ’13 1532 326 172 85.7
20 May 24 - Jun 08, ’13 1626 350 228 82.1
21 Sep 09 - Sep 21, ’13 1373 184 177 85.1
22 Nov 29 - Dec 13, ’13 1648 384 215 83.0
23 Feb 21 - Mar 07, ’14 1493 265 205 83.3
24 May 09 - May 23, ’14 1446 199 203 83.7
25 Aug 29 - Sep 13, ’14 1404 231 162 86.2
26 Nov 21 - Dec 05, ’14 1446 174 253 80.1
27 Feb 27 - Mar 13, ’15 1375 165 181 85.0
28 Jun 05 - Jun 19, ’15 1569 388 162 86.3
29 Sep 11 - Sep 25, ’15 1460 282 151 87.2
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APPENDIX B 

Operationalization of Respondent Level Variables
This appendix describes the operationalization of the respondent level variables 
that rely on the questions asked in 29 surveys. These variables include education, 
age, interest in politics, strength of a respondent’s identification with a political 
party, (intended) turnout to vote at a federal election, sex, and region of residence. 

Education 
We categorized respondents’ formal education as low, intermediate, and high. 
Since the response options to the open-ended question regarding respondents’ for-
mal level of education slightly changed throughout the 29 surveys, we relied on a 
standardized scheme of coding. The qualification that enabled students to enter a 
university was coded as high education while completing secondary/high school 
was considered to be an intermediate education. Anything less than completing 
secondary/high school was categorized as low education. For analytical purposes, 
we treated the variable as a categorical variable (0 = low / 1 = intermediate / 2 = 
high).

Age
According to their age, we coded respondents in five categories: 18–29 years, 30–39 
years, 40–49 years, 50–59 years, and 60 years or older. Age was measured differ-
ently throughout the surveys. In surveys 1–7, respondents had to select one of the 
following categories in a close-ended question: 18–29 years, 30–39 years, 40–49 
years, 50–59 years, and 60 years and above. Since survey 8, respondents have been 
asked about their date of birth in an open-ended question. For analytical purposes, 
we treated the variable as a categorical variable (0 = 18–29 / 1 = 30–39 / 2 = 40–49 
/ 3 = 50–59 / 4 = 60+).

Interest in the survey topic 
We measured respondents’ interest in the survey topic by a question on their politi-
cal interest. This question used a 5-point scale that was labeled very strong, fairly 
strong, moderately, fairly weak, and very weak. We recoded the answers very strong 
and fairly strong as high political interest; the answer moderately as intermediate 
political interest; and the responses fairly weak and very weak as low political inter-
est. Accordingly, respondents’ interest in politics was coded as low, intermediate, 
and high. Again, for analytical purposes, we treated this variable as a categorical 
variable (0 = low / 1 = intermediate / 2 = high interest in politics). 
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Strength of party identification 
We asked a question regarding the strength of a respondent’s political party iden-
tification once they had stated they identified with a political party in a previous 
question. They had to answer the question on a 5-point scale that was labeled very 
strong, fairly strong, moderately, fairly weak, and very weak. If respondents did 
not identify with a political party, we coded their strength of party identification as 
none. If respondents identified with a party and reported the strength to be fairly 
weak, very weak, or moderately, we considered this as moderate strength. We 
coded respondents with a party identification of fairly strong or stronger as strong. 
For analytical purposes, we considered this variable as a categorical variable (0 = 
none / 1 = moderate / 2 = strong). 

Intention to vote 
To investigate respondents’ motivation to participate in an election, we differenti-
ated between the respondents who intended to turn out to vote at a federal election 
and those who did not. All surveys, except survey 7, featured a question on whether 
respondents would take part in the next German federal election. The five response 
options were certain to vote, likely to vote, might vote, likely not to vote, and cer-
tain not to vote. We coded respondents that reported to be certain or likely to vote 
as yes, while we considered the other respondents to have no intention to turn out. 
In survey 7, which was fielded in the aftermath of the German federal election 
2009, a question on the actual turnout (yes or no) was asked. We used this question 
to code respondents of survey 7 either as yes or no with respect to their intention to 
vote at an election. For analytical purposes, we considered this variable as a binary 
variable (0 = no / 1 = yes).

Sex
We asked respondents about their sex with the response options male and female. 
For analytical purposes, we created a binary variable (0 = male / 1 = female).

Region of residency

We asked the respondents in which federal state of Germany they currently were 
residing. We coded the federal states Schleswig-Holstein, Hamburg, Lower Saxony, 
Bremen, North Rhine-Westphalia, Hesse, Rhineland-Palatinate, Baden-Wuerttem-
berg, Bavaria, and Saarland as West Germany; and we coded Berlin, Brandenburg, 
Mecklenburg-Vorpommern, Saxony, Saxony-Anhalt, and Thuringia as East Ger-
many. For analytical purposes, we created a binary variable (0 = East Germany / 1 
= West Germany).
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Abstract
Typically, interviewer training is implemented in order to minimize interviewer effects and 
ensure that interviewers are well prepared to administer the survey. Leading professional 
associations in the survey research landscape recommend the standardized implementation 
of interviewer training. Some large-scale multinational survey programs have produced 
their own training guidelines to ensure a comparable level of quality in the implementation 
of training across participating countries. However, the length, content, and methodology 
of interviewer training guidelines are very heterogeneous. In this paper, we provide a com-
parative overview of general and study-specific interviewer training guidelines of three 
multinational survey programs (ESS, PIAAC, SHARE). Using total survey error (TSE) 
as a conceptual framework, we map the general and study-specific training guidelines of 
the three multinational survey programs to components of the TSE to determine how they 
target the reduction of interviewer effects. Our results reveal that unit nonresponse error 
is covered by all guidelines; measurement error is covered by most guidelines; and cover-
age error, sampling error, and processing error are addressed either not at all or sparsely. 
We conclude, for example, that these guidelines could be an excellent starting point for 
new – small as well as large-scale – surveys to design their interviewer training, and that 
interviewer training guidelines should be made publicly available in order to provide a high 
level of transparency, thus enabling survey programs to learn from each other.
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Concerns about interviewer effects in interviewer-mediated surveys have accompa-
nied generations of survey researchers. Most of the literature on interviewer effects 
focuses on the description and explanation of these effects after data collection 
(West & Blom, 2017). However, in order to ensure that interviewer-administered 
surveys produce high-quality data, it is essential that measures be taken to prevent, 
or minimize, interviewer effects. One such measure is the implementation of stan-
dardized interviewer training. In addition, interviewer training is typically used to 
ensure that interviewers are well prepared to adequately perform all the tasks they 
have during the survey implementation.

To date, findings on the effects of interviewer training on data quality are quite 
heterogeneous. Although most studies have shown large positive effects of inter-
viewer training (e.g., Benson & Powell, 2015; Billiet & Loosveldt, 1988; Fowler 
Jr & Mangione, 1986; Fowler Jr., 1991; Mayer & O’Brien, 2001), some have found 
only small positive effects (e.g., Cantor, Allen, Schneider, Hagerty-Heller, & Yuan, 
2004; McConaghy & Carey, 2005), and others have failed to identify any signifi-
cant positive effects (e.g., Schnell & Trappmann, 2006). One reason for the hetero-
geneity of the findings on the effects of interviewer training may be that the train-
ing programs themselves are very heterogeneous (for a short overview, see Daikeler 
& Bosnjak, forthcoming; Lessler, Eyerman, & Wang, 2008). Thus, it is not surpris-
ing that general interviewer training have been proposed from multiple sources, all 
recommending a careful planning and standardized implementation of interviewer 
training when conducting large-scale interviewer-administered surveys (American 
Association for Public Opinion Research [AAPOR], n.d.; Alcser, Clemens, Hol-
land, Guyer, & Hu, 2016; Daikeler, Silber, Bosnjak, Zabal, & Martin, 2017; Fowler 
Jr. & Mangione, 1990; International Organization for Standardization [ISO], 2012; 
Lessler et al., 2008). Interviewer training is part of the training concepts of large-
scale interviewer-administered survey programs, such as the European Social Sur-
vey (ESS), the Survey of Health, Ageing and Retirement in Europe (SHARE), and 
the Programme for the International Assessment of Adult Competencies (PIAAC), 
and of the vast majority of large-scale national interviewer-administered surveys, 
such as the German Socio-Economic Panel (SOEP) and the U.S. National Health 
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Interview Survey (NHIS). More specifically, in line with the general guidelines 
issued by leading professional associations in the area of survey research, the inter-
viewer training concepts of national and multinational survey programs include 
recommendations for study-specific training for inexperienced and experienced 
interviewers, as well as brief sections on general interviewer training for inexperi-
enced interviewers.

However, what is lacking in the literature is a structured comparison of the 
content of the various interviewer training guidelines of survey programs or train-
ing concepts of large surveys – using a theoretical framework. The present article 
aims to fill this gap by providing a comparative overview of the extent to which 
the content of training guidelines of the ESS, PIAAC, and SHARE (Börsch-Supan 
& Jürgens, 2005; ESS, 2016a, 2016b, Malter & Börsch-Supan, 2017; Organziation 
for Economic Co-operation and Development [OECD], 2011, 2013) are integrated 
into the conceptual total survey error framework (TSE; Biemer, 2010; Groves et 
al., 2009; Pennell, Hibben, Lyberg, Mohler, & Worku, 2017; T. W. Smith, 2019). 
Additionally, we investigate the extent to which the individual components of the 
TSE are addressed in these guidelines, and we make suggestions for improvements. 
Specifically, we focus on the topics of interviewer training specified in training 
guidelines on an international level rather than on interviewer training in specific 
countries with detailed training content.

The TSE Framework and the Literature on 
Interviewer Training
The TSE is a theoretical concept that describes statistical error properties of survey 
estimates, systematically structured along different error sources (Biemer, 2010; 
Groves & Lyberg, 2010). Error sources are assigned to each step in the survey life 
cycle, typically along two dimensions each, either sampling error and nonsampling 
error (Biemer, 2010) or measurement and representativeness (Groves et al., 2009). 
As our aim is to compare interviewer training of multinational survey programs 
along the TSE, we follow the approach of Pennell et al. (2017), who adopted the 
TSE typology for multinational, multiregional, and multicultural surveys (3MC). 
Pennell et al. (2017) provide a TSE model which combines the complexity in 
designing and implementing 3MC surveys with the overall aim to minimize com-
parison error (T. W. Smith, 2011). Following the approach of Groves et al. (2009), 
the authors structure their model along the two dimensions measurement and rep-
resentativeness.

Following Groves et al. (2009) and Pennell et al. (2017), the representation 
dimension of the TSE includes coverage error, sampling error, nonresponse 
error, and adjustment error and the measurement dimension includes validity, 
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measurement error, and processing error. Coverage error refers to problems of 
a not perfectly covered target population in the sampling frame. Sampling error 
occurs because only a sample is observed instead of the entire target population. 
With regard to sampling error, either bias (members of the sampling frame are 
systematically excluded from selection) or variance (different sets of sample frame 
elements are selected and each set can have different values in the survey statistic) 
can occur. Nonresponse error occurs when selected sample members that respond 
the survey request systematically differ from those who do not respond the survey 
request. After data collection, post-survey adjustments are typically used to cor-
rect for representation errors occurred earlier in the process. However, when post-
survey adjustments fail to capture each case of misrepresentation in the sample, 
adjustment error occurs. The error components of the measurement dimension 
of the TSE are associated with errors in the survey instruments and the question-
response process. The first error component of the measurement dimension of the 
TSE, validity, reflects an error that describes that the theoretical construct is not 
optimally reflected in the measure. The next error component, measurement error, 
occurs when the response given by a respondent differs from the true response. 
Finally, processing error reflects the incorrect transfer of responses to data stor-
age during capturing, coding, or editing of data. All errors described in the TSE 
may result in biased survey estimates of substantive survey variables. Thus, the 
aim of survey operations is to minimize the errors under the given time and cost 
constraints to maximize the survey quality (Schouten, Peytchev, & Wagner, 2017).

The TSE framework is regularly used to describe and structure interviewer 
errors in interviewer-administered surveys (for an overview, see West & Blom, 
2017). As interviewers have many tasks when administering a survey, such as con-
tacting sample units, gaining their cooperation, asking questions, and recording 
answers (e.g., Groves et al., 1992; Loosveldt, 2008; Schaeffer, Dykema, & May-
nard, 2010), they can – intentionally or unintentionally – affect a large number of 
steps in the survey process. In other words, they can be the sources of multiple sur-
vey errors. Because interviewer training is organized along interviewer tasks, the 
TSE framework can be used to structure training content when reviewing general 
and study-specific interviewer training concepts of multinational survey programs.

A review of the literature on the effects of interviewer training on survey data 
quality from a TSE perspective reveals that most studies focus either on nonre-
sponse error or measurement error. Studies on the effects of interviewer training on 
nonresponse error, for example, show a positive effect of refusal avoidance train-
ing on reducing nonresponse (Cantor et al., 2004; Daikeler & Bosnjak, forthcom-
ing; Durand, Gagnon, Doucet, & Lacourse, 2006; Hubal & Day, 2006; Mayer & 
O’Brien, 2001; O’Brien, Mayer, Groves, & O’Neill, 2002). However, not all studies 
have found overall positive effects of interviewer training on nonresponse (Schnell 
& Trappmann, 2006). Studies with a focus on the effects of interviewer training 
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on several quality indicators related to measurement error, for example, have iden-
tified a positive effect of interviewer training on the application of standardized 
interviewing techniques (Billiet & Loosveldt, 1988; Dahlhamer, Cynamon, Gentle-
man, Piani, & Weiler, 2010; Fowler Jr., 1991), the reduction of item nonresponse 
(Billiet & Loosveldt, 1988; Daikeler & Bosnjak, forthcoming), and the application 
of appropriate probing techniques (Billiet & Loosveldt, 1988; Daikeler & Bosn-
jak, forthcoming). However, Groves (2005) noted that the literature left open the 
question whether interviewer training effectively reduces measurement error. And 
finally, the effects of interviewer training on coverage error, sampling error, and 
processing error have been addressed only occasionally in the literature (Eckman 
& Kreuter, 2011; Guest, 1954).

Methodology and Resources
The present study compares interviewer training concepts of three large-scale mul-
tinational survey programs in the social sciences, namely, the ESS (ESS, 2016a, 
2016b, 2018), PIAAC (OECD, 2011, 2013), and SHARE (Börsch-Supan & Jürges, 
2005; Malter & Börsch-Supan, 2017). In most cases, only multinational survey pro-
grams have the funds to develop detailed interviewer training guidelines and imple-
ment interviewer training accordingly. These programs need predefined detailed 
specifications for participating countries, because such programs are imperative to 
ensure a harmonized data collection process across countries, which is a prereq-
uisite for obtaining high-quality data (Pennell, Harkness, Levenstein, & Quaglia, 
2010; Survey Research Center at the University of Michigan, 2016). Ensuring har-
monization across countries also applies to the training of interviewers.

Overall, the ESS, PIAAC and SHARE fulfilled the following selection crite-
ria: First, all three are administered by interviewers face-to-face. Second, they have 
participants from many European countries. Third, in all three cases detailed docu-
ments were publicly available that contained information on the survey programs’ 
interviewer training guidelines. Very often this information is confidential and not 
accessible.

The ESS is a cross-sectional survey of attitudes, beliefs, and behaviors that 
is conducted every two years. SHARE is a longitudinal survey on health, ageing 
and retirement. SHARE is also conducted every two years. For these two survey 
programs, we selected the specifications and characteristics from the last round for 
which interviewer training guidelines are available (ESS Round 8, 2016; SHARE 
Wave 6, 2015). PIAAC is a multi-cycle program for the assessment of basic adult 
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competencies; a cross-sectional “Survey of Adult Skills” is carried out every 10 
years. We used the training material from PIAAC Cycle 1, Round 1, 2011/20121.

Training concepts relate to training guidelines on an international level rather 
than to interviewer training in specific countries. Comparing the implementation 
of interviewer training in the various participating countries in detail would be 
another important research question. Also, we focus our research on general as well 
as survey specific interviewer training content provided by the three multinational 
survey programs. 

Interviewer Tasks within ESS, PIAAC, and SHARE

When comparing interviewer training guidelines of different survey programs, it is 
important to take interviewers’ tasks in the surveys and the resulting complexity of 
their roles into account. First of all, this refers to the target population, as these are 
the persons with whom interviewers interact. The target population of the ESS and 
PIAAC is quite similar and refer to the general population aged either 15 years or 
older (ESS) or between 16 and 65 years (PIAAC). The target population in SHARE 
also refers to the general population, however, only to persons who are 50 years or 
older at the time of sampling. In addition, in SHARE, spouses or partners of the 
sampled person are interviewed as well, if applicable. 

Another interviewers’ task for all three survey programs was the adminis-
tration of the core questionnaire face-to-face using computer-assisted personal 
interviewing (CAPI). In addition, PIAAC and SHARE interviewers had to perform 
additional tasks. In PIAAC, interviewers had to administer a cognitive assessment 
where respondents worked independently on a number of tasks on the interviewer’s 
laptop or in a paper booklet under the supervision of the interviewer. For this pur-
pose, interviewers switched from their traditional role of asking questions and took 
on a passive, monitoring role, adapting their behavior accordingly. If the respon-
dent opted for the paper-based cognitive assessment, the interviewer additionally 
had to score some items for routing purposes.2 In SHARE, interviewers adminis-
tered a self-completion paper questionnaire to the respondents in some countries. 
As the target population in SHARE consisted of elderly persons, interviewers had 
to be able to interact with this special population. A special and new task for some 
SHARE interviewers was to collect biomarkers from respondents and conduct 
physical tests (e.g., measuring blood pressure). The average interview duration was 

1 For a more detailed overview of the specifications and characteristics of the ESS, 
PIAAC, and SHARE across all participating countries, see the Appendix.

2 Scoring means that the interviewer has to determine a value (correct or incorrect) for 
each response to a number of selected items based on scoring guidelines (Zabal et al., 
2014, p. 104).
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60 minutes for the ESS (Round 8), whereas SHARE and PIAAC had longer average 
durations (80 minutes and 90 minutes, respectively). 

Interviewer Training Concepts of ESS, PIAAC, and 
SHARE

The ESS specifications for the countries distinguish between two types of inter-
viewer preparation: training and briefing. ESS interviewers are expected to have 
previous face-to-face interviewing experience and to be trained in effective door-
step interaction, standardized interviewing techniques, and general interviewer 
behavior before administering the survey instrument. In each round of the ESS, 
experienced interviewers receive a briefing, whereas inexperienced interviewers 
should additionally undergo general interviewer training prior to the briefing.

With respect to interviewer training in PIAAC, several features can be 
highlighted: (1) the extensive interviewer training package (including, e.g., fully 
scripted training sessions); (2) the train-the-trainer session prior to national inter-
viewer training in which the training staff is introduced to the scripts and interview 
materials; (3) the close monitoring by the international consortium of the imple-
mentation of the country-based interviewer training. As PIAAC Round 1, Cycle 1 
also included a field trial in which all aspects of the survey – including interviewer-
related topics – were tested, the interviewer training sessions for the main study 
were shortened depending on the performance of the interviewers in the field trial.

For SHARE, the survey programs’ multiplier approach to interviewer training 
can be highlighted: a centralized train-the-trainer program is conducted to facili-
tate decentralized interviewer training in the participating countries. Moreover, all 
interviewers are expected to have extensive general face-to-face interviewing expe-
rience and to have received in-person general interviewer training prior to undergo-
ing study-specific training.

Standards for the Implementation of Interviewer Training 
within ESS, PIAAC, and SHARE

The extent to which the implementation of interviewer training is specified differs 
considerably across the three multinational survey programs (for an overview, see 
Table 1). As a first impression, when counting the number of pages in the over-
all survey specifications which are provided to the participating countries for the 
respective survey3, it becomes obvious that the specifications for the ESS (65 pages) 

3 The survey specifications are provided to the country contact and are intended to be 
used as orientation for the implementations of the survey. Typically, these specifica-
tions are not handed out to the interviewers.
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are not as extensive as those for PIAAC (199 pages) and SHARE (542 pages). 
This is not surprising when one considers the additional, non-standard, tasks that 
interviewers in PIAAC and SHARE must perform. In addition, experienced ESS 
interviewers typically only receive a reduced version of the interviewer training 
(referred to as “interviewer briefing”).

The interviewer training guidelines of all three survey programs specify that 
the training should be conducted in-person. All guidelines require measures for 
controlling the quality of the training (e.g., review of interviewer selection and 
training report by country). In contrast, other topics are not covered by the sur-
vey specifications of all three survey programs. For example, the ESS and PIAAC 
specify that training should be scheduled to take place shortly before the start of 
data collection, whereas this is not addressed in the SHARE survey specifications. 
Moreover, the ESS and SHARE specifications related to interviewer training do not 
address training of supervisory staff, training-group size, or the structure of train-
ing groups, whereas PIAAC defines these aspects clearly. In addition, the SHARE 
specifications do not address training facilities and equipment, and the ESS speci-
fications do not include information on the evaluation of the interviewer training. 
Other examples are that in the ESS, for example, the national coordinators, who 
are responsible for organizing the national interviewer training, are given research-
based information on interviewer effects to demonstrate the positive effects of inter-
viewer training. The SHARE specifications contain information about the national 
interviewer training and the train-the-trainer sessions and the PIAAC specifications 
emphasize the importance of quality controls and provide very detailed guidelines 
on the implementation of interviewer training.

Mapping of Interviewer Training Content to the 
TSE
In this section, we map the specifications for general interviewer training and the 
program-specific training content of the three multinational survey programs along 
the TSE framework.

General Interviewer Training for Inexperienced 
Interviewers

Table 2 provides an overview of training content of the interviewer training guide-
lines of the three multinational survey programs from a TSE perspective for general 
interviewer training, intended for inexperienced interviewers. Of the three survey 
programs, only PIAAC provides comprehensive guidelines on general interviewer 
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training for inexperienced interviewers, which go beyond the coverage of nonre-
sponse and measurement error. In contrast, the ESS and SHARE interviewer train-
ing guidelines include only some examples of topics covering interviewer training 
for inexperienced interviewers.

Table 2 ESS, PIAAC, and SHARE General Interviewer Training Content 
from a TSE Perspective for Inexperienced Interviewers

ESS1 PIAAC2 SHARE3

Representation

Coverage error --- --- ---

Sampling error --- --- ---

Nonresponse 
error

Doorstep 
interaction

Gaining cooperation (incl. 
detailed contact and refusal 
conversion strategies)

Collecting process 
data information 
(incl. contact attempt 
and result of contact 
attempt)

Measurement

Measurement 
error

Standardized 
interviewing  
(incl. detailed 
rules)

Asking questions (incl. exercises) 
Probing techniques

Standardized 
question-asking
Probing

Processing 
error

--- Recording answers (incl. 
exercises)

---

Content of relevance for multiple TSE components

--- Introduction to survey research 
(incl. types of survey questions, 
interviewing terminology)
Standards and ethics in survey 
research (incl. informed consent, 
data confidentiality, data 
security, exercises)
Remuneration and administrative 
aspects
Basics of computer-assisted 
interviewing (CAI)

---

Note. Survey programs in alphabetical order; ESS = European Social Survey; PIAAC = 
Programme for the International Assessment of Adult Competencies; SHARE = Survey of 
Health, Ageing and Retirement in Europe; --- = no information included in the guidelines.
1 ESS (2016c); Beullens, Loosveldt, Denies, and Vandenplas (2016).
2 OECD (2013).
3 Börsch-Supan and Jürges (2005).
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The PIAAC specifications for general interviewer training, that affect all compo-
nents of the TSE, comprise an introduction, some standards and ethics in survey 
research, administrative aspects, and instructions on the basics of computer-assisted 
interviewing (CAI). With regard to nonresponse, these specifications include strate-
gies for gaining cooperation, and with regard to measurement error, they relate to 
question-answering and probing techniques. In addition, processing error is cov-
ered by techniques for recording answers. Nevertheless, looking at the proposed 
length of the training sessions for each topic, it becomes apparent that the focus is 
clearly on measurement error and on related practice sessions (OECD, 2013, Chap-
ter 10.4).

In contrast, the ESS specifications for general interviewer training cover only 
nonresponse error (doorstep interaction training) and measurement error (train-
ing of standardized interviewing). Similarly, the SHARE specifications for gen-
eral interviewer training are quite brief and cover only nonresponse error (training 
in process data collection) and measurement error (standardized interviewing and 
probing techniques). Neither the ESS nor the SHARE specifications include infor-
mation about the length of the general interviewer training.

Program-Specific Interviewer Training for Inexperienced 
and Experienced Interviewers

In Table 3, we map the program-specific training content of the three survey 
programs to the components of the TSE. Training content that is relevant for all 
error sources is presented at the bottom of the table. Program-specific training is 
intended for interviewers who have general interviewing experience or who have 
attended general interviewer training but are not familiar with the program-specific 
interview tasks.
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A comparison of the training content of the ESS, PIAAC, and SHARE reveals 
that the survey programs focus on different components of the TSE framework. 
However, some training content is similar for all three survey programs, for exam-
ple, an overall introduction to the survey, which is relevant for multiple compo-
nents of the TSE. In addition, all three survey programs offer training content on 
contacting, gaining cooperation, and refusal avoidance strategies, with the goal of 
reducing nonresponse error. To address measurement error, the interviewer train-
ing specifications of all three survey programs include sessions providing an over-
view of the survey instruments.

The differences between the training guidelines of the three survey programs 
reveal that the ESS specifications include very precise information on survey logis-
tics (e.g., target response rate, fieldwork procedures), administrative tasks, and 
information that must be provided to respondents before the interview starts (e.g., 
data confidentiality, data storage). These topics included in the ESS specifications 
are relevant for all TSE components as it might affect more than one error source. 
Similarly, the specifications for interviewer training in PIAAC are quite detailed 
with respect to administrative tasks, and they additionally include a large section on 
practical sessions (e.g., question-and-answer sessions, demo interviews), which are 
also relevant for multiple error sources. In comparison, SHARE does not include 
detailed specifications for administrative tasks. However, in the training session on 
mental health, there is a large sub-section on coding conventions. Training in cod-
ing conventions aims to reduce processing error; this is not covered by the specifi-
cations of the other two survey programs. Yet, the SHARE specifications for inter-
viewer training do not include any information on quality control and monitoring, 
which is covered by the ESS and PIAAC training content specifications.

Discussion
In the present paper, we aimed to review program-specific interviewer training 
guidelines of three multinational large-scale survey programs (ESS, PIAAC, and 
SHARE) using the TSE framework. Our results show that there is a clear focus on 
measurement error, nonresponse error, and introductory and administrative topics 
in the training materials. Other error sources are either covered by more general 
parts of the interviewer training guidelines (e.g., logistics, technical issues), which 
address multiple components of the TSE framework, or are rarely (e.g., process-
ing error is covered only by the SHARE interviewer training guidelines) or not 
covered at all. There are several possible explanations for this. First, it is reason-
able that the focus of the training reflects the actual tasks of interviewers: gaining 
cooperation and the administration of the question-and-answer process are among 
an inter viewer’s main tasks in almost every survey program. The tasks assigned to 
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interviewers vary largely across different survey projects. Thus, the involvement 
of interviewers related to tasks affecting coverage, sampling, and processing is 
not part of every survey project, as in the three cases examined here. Second, the 
measurement and detection of coverage, sampling, and processing errors requires a 
higher control effort compared to the two other error sources. And third, most sur-
veys have experienced a dramatic decrease in response rates in recent years (Beul-
lens, Loosveldt, Vandenplas, & Stoop, 2018), which might make the skill of gaining 
cooperation more salient. 

When looking at the interviewer training guidelines of the three survey pro-
grams in more detail, we identified several differences between the training content 
of the three multinational training programs. Training content aimed at reducing 
nonresponse error was identified in the interviewer training guidelines of all three 
multinational survey programs. However, training in locating sample units is not 
mentioned in the ESS guidelines. Training content aimed at reducing measurement 
error is covered in all three guidelines: the ESS guidelines ar the only guidelines 
including standardized interviewing, whereas probing techniques and the collec-
tion of biomarkers or the administration of a cognitive test are included only in 
the SHARE or PIAAC guidelines. These differences are due, in part, to the scope 
of the respective studies, which obviously differs across the three surveys we have 
compared in the present paper. Besides, training content relating to processing error 
is covered only in the SHARE training guidelines. Moreover, the PIAAC inter-
viewer training guidelines include an extensive general interviewer training agenda 
for inexperienced interviewers, which is only sparsely addressed by the ESS and 
SHARE. As PIAAC was conducted for the first time in the participating countries 
and – as general interviewer training forms the basis for additional project-specific 
training – we suspect that the interviewer training guidelines aimed to ensure that 
all interviewers working for PIAAC were at a similar level of knowledge. How-
ever, all three multinational survey programs require that only interviewers who 
are trained in general interviewer tasks are employed for the survey. This is in line 
with Pennell et al. (2017), as interviewers with more interviewing experience are 
likely to minimize comparison error.

An important limitation of our study is that we focus on general guidelines 
of multinational survey programs only, but do not include a country-level com-
parison. Although specific training content or formal aspects (e.g., the number of 
interviewers, interviewer payment) are defined in the guidelines of the survey pro-
grams, compliance with and implementation of these guidelines can vary consider-
ably in the participating countries. In addition, in many countries survey agencies 
are responsible for organizing and conducting interviewer training. Arrangements 
between the survey agency and the national coordinator of the survey can also 
determine the content of the training. Therefore, examining the technical reports 
to compare the actual implementation of interviewer training at the country level 



53 Ackermann-Piek et al.: Interviewer Training Guidelines

would be a promising avenue for future research. In addition, we use the TSE as 
theoretical framework for comparing training content of the three multinational 
survey programs. However, the TSE itself also has limitations. While using the 
TSE framework does allow us to map the recommended content, it does not allow 
us to map, for example, the recommended didactic methods.

Moreover, different learning strategies (e.g., class instructions and practical 
sessions) are implemented mainly in the case of training content related to mea-
surement error. Specifically, all three guidelines highlight the importance of prac-
tical training sessions. For the development of interviewer training concepts, the 
application of different learning modes and methods appears to be an important 
aspect which has only be sparsely taken into account so far (e.g., Daikeler & Bos-
njak, forthcoming; Rutgers Online Degrees, n.d.; M. K. Smith, 2002): the field of 
andragogy addresses this topic and offers principles that are useful to consider when 
designing interviewer training programs (Tusting & Barton, 2003). For example, 
following Malcolm Knowles, adults prefer a self-directed approach and learning 
that is centered around common tasks (Meuler, 2010; Rutgers Online Degrees, n.d.; 
M. K. Smith, 2002). Moreover, interviewer training materials should take account 
of the fact that levels of educational attainment and experience vary greatly among 
adults.

Looking forward, in order to empirically investigate the different effects of 
general and study-specific interviewer training on the components of the TSE 
and, thus, on data quality, more experimental studies are needed. These studies 
should explore the effects of the various interviewer training contents on the differ-
ent error sources as well as the interaction of different error sources. For example, 
experimental evidence is needed to ensure that the focus on gaining cooperation, 
which is typical of many interviewer training concepts, contributes to effectively 
reducing nonresponse. A theoretical foundation could be the organizing model for 
future research investigating explanations for interviewer effects on multiple error 
sources, which West and Blom (2017) proposed in their research synthesis on inter-
viewer effects. Their proposed model includes interviewer training as a background 
characteristic that can be modified depending on the sources of interviewer effects 
identified. Future studies could structure research topics of interviewer training 
along this model in order to evaluate their impact on the respective survey errors. 

Conclusion
The study showed that the interviewer training guidelines of all three multinational 
survey programs provided an extensive training content that addresses multiple 
error sources of the TSE framework. While the coverage of some error sources 
such as sampling and processing error could be improved when interviewers are 



methods, data, analyses | Vol. 14(1), 2020, pp. 35-60 54 

involved in these processes, the most important error sources nonresponse and 
measurement error are broadly covered by all three training guidelines. Altogether, 
those guidelines could serve, together with the survey guidelines formulated out-
side of the context of specific survey programs (e.g., Alcser, et al., 2016; Daikeler, 
Silber, Bosnjak, Zabal, & Martin, 2017; ISO, 2012; Lessler et al., 2008), as an excel-
lent starting point for new – small as well as large-scale – surveys to design their 
interviewer training. Even the interviewer training of existing multinational survey 
programs could benefit from learning how other surveys plan and implement inter-
viewer training to ensure interviewers are well prepared for all tasks they have to 
fulfil during the implementation of the respective survey. It might be helpful to 
define the focus of interviewer training through determining the time devoted to a 
specific topic dependent on the magnitude of the survey error related to that train-
ing topic (West & Blom, 2017). For example, a focus on training in contact and 
cooperation strategies is undoubtedly a good strategy in times of lower response 
rates or higher nonresponse bias. However, other components of the TSE should be 
likewise addressed in the respective interviewer training guidelines. 

All this is only possible when interviewer training guidelines and materials 
are publicly available. Consequently, all survey programs would benefit from a high 
level of transparency (e.g., published interviewer training material). And since not 
all survey programs can afford a cost intensive high quality interviewer training, it 
would be imperative to have a standardized, pre-established training manual from 
which even smaller surveys can use relevant training modules.
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A voluminous social science literature treats solidarism, or care about the well-
being of others, as “unpredictable ‘social noise’” (Dimick et al. 2018, p. 442). Our 
study explores how to conceive of this pre-disposition (Cavaillé & Trump 2015; 
Dimick et al. 2017; Fong 2001). We do this using a latent class modeling framework 
that considers not only individual and country level determinants of these prefer-
ences, but also the equivalence of latent constructs across countries. Our research 
builds on recent work using categorical variables to capture latent preferences, and 
provides an approach to deal with lack of independence among some indicators 
used to represent them. In so doing, we can reveal preferences in a valid and reli-
able way.

Using three waves of the International Social Survey Programme’s module 
on social inequality, we find that preferences towards the market and the role of 
government in the economy form four distinct clusters of individuals that we refer 
to as “moderate altruists”, “moderate egoists”, “extreme altruists”, and “extreme 
egoists”. These clusters tend to be homogenous with respect to both abstract notions 
of the role the government should play in the economy as well as about evaluations 
of actual performance. The exceptions are the last two survey waves, for which we 
find that one class exhibits a mixed profile of individuals: solidaristic with respect 
to some indicators, but self-interested with respect to others. 

The following section discusses the challenges inherent in accurately measur-
ing social policy preferences. In section two, we introduce latent class analysis (a 
form of mixture modeling) and discuss its advantages over alternatives. We then 
apply this methodology to the task of revealing preferences in cross-national sur-
veys. Section five examines how robust our results are to alternative classifications. 
We conclude with some observations for future research.

Measuring Preferences in Survey Research: 
Empirical Challenges
Scholars have faced a number of challenges in measuring social policy preferences. 
It is not clear, for example, how exactly we should conceive of this domain. Arts 
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and Gelissen (2001) report that attitudes towards “solidaristic” policies cluster in 
one dimension, implying that individuals either support these policies or oppose 
them.1 Alesina and Angeletos (2005) conceive of self-interest and solidarity as a 
variable that ranges from identifying most closely with a libertarian ideal of mar-
kets as natural, efficient, and fair, to believing that markets not always work this 
way and should not be the sole criterion used to make allocative decisions. 

Other work implies that “other-regarding preferences” (Dimick et al. 2018) are 
not one-dimensional. Jensen and Petersen (2017, p. 68) claim for example that indi-
viduals see recipients of health care as deserving compared to recipients of unem-
ployment compensation. Cavaillé and Trump (2015) similarly claim that redistri-
bution can take on two meanings – taking from the rich and giving to the poor. 
Finally, Rehm et al. (2012, p. 390) find that when asked to evaluate social programs 
in the abstract, individuals tend to favor them due to loss aversion, the tendency to 
weigh potential losses in benefits more than potential increases in one’s post-tax 
income.2

Scholars are also unsure what effects contextual factors have on policy prefer-
ences. Dimick et al. (2017, p. 386) find that “an increase in macro-inequality will 
lead to more support for redistribution”, particularly among the rich.3 Conversely, 
Kelly and Enns (2010) and Trump (2018) find that it reduces support (irrespective of 
income) for this policy (Cavaillé & Trump 2015, p. 157). These findings, however, 
are based either on experimental data from a few counties or on longitudinal evi-
dence from the United States. Two studies with wide country-year coverage find no 
effect of country-level inequality on support for redistribution (Breznau and Hom-
merich 2019; VanHeuvelen 2017).

A final set of challenges concerns the potential for perceptions of how the 
welfare state is performing to prime abstract preferences about the desirability of 
social policies. As Trump (2018) notes, perceptions of inequality strongly predict 
whether individuals see income differences as legitimate. Gimpelson and Treis-
man (2018, p. 30) cite Niehues (2014) to the effect that “a correlation between per-
ceived inequality and the belief that it” is “too high”, as well as between perceived 
inequality and preferences for redistribution”, exists.4 More specifically, “perceived 

1 In social science research, solidarity is defined as concern for one’s group (Dimick et 
al. 2017, p. 387), whether the group is one’s class, ethnicity, or nation. Following the 
literature, we see support for policies such as income redistribution as evidence of so-
cial solidarity because these policies can benefit others in addition to oneself or others 
at one’s expense. Below, we also evaluate whether this relationship depends on one’s 
personal income.

2 In Kahneman and Tversky’s (1979, p. 279) words, “losses loom larger than gains” in 
people’s minds.

3 See also Schmidt-Catran (2016).
4 Niehues derived these correlations using the same ISSP data for Wave IV that we use 

here. See Kim et al. (2018) also. 
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inequality rather than actual inequality significantly affects redistributive prefer-
ences” (Choi 2019, 4). The opposite, preferences affecting perceptions, also occurs, 
as “more anti-redistributive preferences predict believing taxes on high earners are 
too high.” (Gingrich 2014, p. 578). 

We need a methodological approach then that empirically allows for the pos-
sibility that abstract preferences regarding the welfare state and information about 
its performance can influence each other simultaneously. This would help us move 
beyond the current impasse in the literature between standard accounts favoring 
self-interest and more recent works that also expect individuals to care about oth-
ers. Before this can happen, however, we need to put solidaristic attitudes on solid 
empirical ground. 

The Latent Class Approach
Scholars study social policy preferences using either a single survey prompt or a 
latent variable framework. In the latter case, they typically rely on principal com-
ponent or a similar factor analytic technique. Latent class analysis allows for more 
flexibility because “there is no need for normality assumptions as there is in factor 
analysis”: “instead of assuming that” [indicator] “variables follow any particular 
distribution within the classes”, “LCA lets the variables follow any distribution, 
as long as they are unrelated to each other (independent) within classes”. (Oberski 
2016, p. 7). 

The latent class approach is especially useful given recent work demonstrating 
that the multidimensionality of welfare state attitudes cannot be adequately cap-
tured using only linear measurement models (Kulin et al. 2016; Roosma et al. 2013). 
As these works make clear, individuals vary not only in their preferences regard-
ing what welfare states do, but also in their preferences about what welfare states 
should do.5 This is because people are able to distinguish “the welfare state’s goals 
and range” from “it’s efficiency, effectiveness, and policy outcomes”. (Roosma et 
al. 2013, p. 235). Accordingly, they could strongly favor the welfare state both con-

5 Individuals, in other words, vary on “the should and is aspects of welfare attitudes” 
(Roosma et al. 2014, p. 201). This is because “the public has both a relative preference 
for policy and an absolute preference” (Soroka and Wlezein 2010, p. 25). We don’t 
necessarily see the relationship between the two mechanically, however, as Soroka and 
Wlezein’s “thermostatic model” implies. In this model, the public’s relative preference 
represents the difference between its “preferred level of policy…and the level it actu-
ally gets”. In reality, individuals rely on heuristic shortcuts to form their views, par-
ticularly when demands on their cognitive capacity are high. They thus display what 
is known as “bounded rationality” (O’Grady 2017). This explains why “preferences for 
redistribution and social spending”, once formed, only change in response to “large 
changes in economic circumstances” (O’Grady 2017).
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cretely and in the abstract, oppose it on both grounds, embrace an ambitious role 
for social policy in the abstract while being critical about its outcomes, or approve 
of outcomes while being critical of stated goals. The four possible attitudinal pro-
files, moreover, can manifest themselves differently across countries. 

If, as alluded to above, individuals’ perceptions of how the welfare state per-
forms affect their attitudes about what the welfare state should do and vice-versa, 
we need a methodology that can handle these “possible feedback effects” (Roosma 
et al. 2014, p. 201).6 In latent class modeling, interactions between the latent vari-
able and indicator variables, usually omitted, enables consideration of these effects. 
As noted above, it is usually assumed that the observed indicators are mutually 
independent (or uncorrelated) conditional on the latent variable (Oberski 2016, 
p. 11). This requires the omission of all interaction terms between the latent con-
struct and indicator variables (hence the independence assumption). Relaxing this 
assumption enables consideration of feedback effects by specifying higher order 
interaction terms. (Magidson & Vermunt 2001, p. 226). 

The model essentially asks how likely a subject is to belong to one of N cat-
egories in a nominal variable we dub solidarity. Individuals are then grouped into 
exclusive subpopulations “based on similar patterns of observed cross-sectional 
and/or longitudinal data.” (Berlin et al. 2014, p. 175). The resulting classes are 
“characterized not by exact response patterns but by response profiles or typolo-
gies described by the relative frequencies of item endorsements” (Masyn 2013, p. 
556). Predictor variables can be used to facilitate the placement of observations into 
classes, in which case the goal is to examine whether covariates can explain “mean 
differences in outcomes across latent classes” (Berlin et al. 2014, p. 175). 

Studying multiple policies and countries can pose problems if latent constructs 
are non-invariant cross-nationally (Alemán & Woods 2016). To avoid problems 
with measurement invariance, researchers typically rely on dichotomized versions 
of survey indicators (VanHeuvelen 2017, p. 49). One advantage of LCA, which has 
not been widely used to explain social policy preferences, is that it provides a rigor-
ous and systematic framework for investigating construct equivalence (Kankaraš & 
Moors 2009; Moors 2004). The approach, dubbed “multigroup latent class struc-
ture modeling”, can easily diagnose and accommodate several forms of parameter 
heterogeneity.7

In sum, a latent class approach allows us to measure a construct that cannot 
be perfectly measured while doing justice to the data generating process (Oberski 

6 Roosma et al. describe these different dimensions, but not their possible feedback ef-
fects. 

7 Similar approaches such as multigroup confirmatory factor analysis (MCFA) exist for 
models with continuous indicator and latent variables. Multigroup latent class structure 
modeling, however, outperforms its counterparts (Kankaraš et al. 2011).
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2016). We believe this method elicits preferences about social policy based on indi-
vidual characteristics and exposure to varying contexts.

Data Sources and Variables
We use public opinion data from the International Social Survey Programme (here-
after ISSP) to examine whether individuals can be sorted into classes based on their 
attitudes towards the market allocation of resources and the role of government in 
molding this allocation. One advantage of the ISSP is that it has carried out peri-
odic surveys of attitudes towards social inequality (the Social Inequality series). 
These questionnaires, administered in 1987, 1992, 1999, and 2009, target a variety 
of countries, mostly democracies. We are able to use all survey waves except the 
third one, which did not provide enough information to standardize the income or 
earnings of survey respondents. Despite the varying number of countries, years, 
and individuals surveyed, our goal is to find similarities in this heterogeneity.8 

Table 1 presents a list of questions that can be used to assess social policy pref-
erences, along with the year(s) the survey wave containing the question was admin-
istered. Our choice of questions was motivated by our desire to tap into preferences 
regarding the goals and capabilities of the welfare state, as well as to evoke assess-
ments of government efforts in targeting particular groups (i.e., the unemployed, 
the poor, students, the middle class). One advantage of the ISSP is that all ques-
tions have the same ordinal ranking, with 1 usually implying strong agreement, 3 
neutrality, and 5 strong disagreement. To facilitate analysis and interpretation, we 
recoded some variables so as to have higher values denote increasing social soli-
darity or progressivism.9 

While there is much continuity in questions from survey to survey, some ques-
tions are missing from some of the waves.10 We consider this an advantage since we 
are trying to estimate attitudes that are latent and as such, do not exhibit a perfect 
correspondence with our survey instruments. 

Of the twelve questions displayed in Table 1, some clearly elicit general beliefs 
about the fairness of the market mechanism and the role that government plays 
in shaping it, while others evoke an evaluation of the status quo. We first selected 

8 The number of countries in the analysis, which is based on data availability, ranges 
from five in 1992 to thirty-one in 2009. Appendix A contains a list of countries we 
studied, organized by wave. 

9 Following standard practice, we excluded from the analysis respondents who are un-
sure or uncooperative.

10 We were able to use most questions fielded, except for those which contained more 
missing than complete observations – poor and unemployed in Wave II and university 
in Waves II, III, and IV. The percent of missing observations for unemployed in Wave 
II, for example, is 88.67, while for poor it is 88.77. 
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questions that we thought tap abstract attitudes and perceptions, moving then to 
those that seem to elicit a comment on the status quo. The first seven questions 
evoke abstract beliefs about economic fairness while questions eight through ten 
are evaluative. Based solely on their phrasing, question eleven seems to probe 

Table 1 Indicators of solidarity/self-interest 

Question Variable name Years asked

It is the responsibility of the government 
to reduce differences in income between 
people with high incomes and people with 
low incomes11

government responsibility 1987, 1992, 2009

The government should provide a decent 
standard of living for the unemployed

unemployed 1987, 2009

The government should provide more 
chances for children from poor families to 
go to university

university 1987

The government should provide a job for 
everyone who wants one

job guarantee 1987, 1992

The government should provide everyone 
with a guaranteed basic income

basic income 1987, 1992

Is it just or unjust - right or wrong - that 
people with higher incomes can buy better 
health care than people with lower incomes?

private health care just 2009

Is it just or unjust - right or wrong - that 
people with higher incomes can buy better 
education for their children than people 
with lower incomes?

private education just 2009

The government should spend less on ben-
efits for the poor

poor 1987, 2009

Differences in income in [respondent’s 
country] are too large

income differences 1987, 1992, 2009

Generally, how would you describe taxes in 
[respondent’s country] today for those with 
high incomes?

top taxes 1987, 1992, 2009

Do you think people with high incomes 
should pay a larger share of their income in 
taxes than those with low incomes?

progressive taxation 1987, 1992, 2009

Inequality continues to exist because it 
benefits the rich and powerful

inequality helps the rich 1987, 1992
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abstract attitudes towards inequality and redistribution, while question twelve lends 
itself to both kinds of interpretation.     11

Existing studies provide a mixed picture regarding the effects of demographic 
variables on social policy attitudes (Breznau 2010, p. 476). We control for these 
characteristics since they are standard in the public opinion literature. We also con-
trol for several country-level variables that have featured prominently in the litera-
ture.

Sex is a dichotomous variable taking the value of 1 for females and 0 for males. 
In the literature, men are generally shown to exhibit less solidarity than women.

Age ranges vary by survey wave but for the population as a whole it is a con-
tinuous variable ranging in value from 15 to 98. 

Education. Competition from immigrants may cause workers with little edu-
cation to oppose programs that could be construed as enhancing the labor market 
prospects of other similarly skilled workers (Alt & Iversen 2017, p. 21; Kunovich 
2009, p. 575). An additional factor bearing on the preferences of dissimilarly edu-
cated workers is the extent to which education increases class solidarity. As Kunov-
ich (2009, p. 575) notes, “[i]ndividuals with greater cognitive skills (i.e., more edu-
cation) … can better imagine belonging to larger groups”. This implies a positive 
correlation between education and solidaristic attitudes. 

The literature on the link between labor market risks and welfare state atti-
tudes, however, makes a convincing case that better-educated individuals have 
more skills, which could imply that they have more stable income streams, antici-
pate upward mobility more, and need social policies less (O’Grady 2017, p. 5). This 
raises the possibility that education increases self-interest and vice versa (Alesina 
& Giuliano 2011, p. 21; Breznau 2010, p. 461; Gimpelson & Treisman 2017, p. 19). 

In Wave I, education is a categorical variable with nine categories ranging 
from “None, still at school” to “Complete University”, with adjustments in the num-
ber of categories made for certain countries reflecting variation in educational sys-
tems around the world. In Wave II, education refers to years of schooling, which is 
a continuous variable. In Wave IV, education is a categorical variable with ‘no for-
mal qualification’ as the first category followed by 2) lowest formal qualification; 
3) above lowest qualification; 4) higher secondary level completed; 5) above higher 
secondary level; and 6) university degree completed.

Personal income. The median voter theory (Meltzer & Richard 1981), the bed-
rock of much political economy work, predicts a negative relationship between pre-
tax and -transfer income and demand for redistribution. We thus expect that “the 
(relatively) poor support redistribution more than the (relatively) rich” (Dimick et 
al. 2017, p. 386).

11 According to Choi (2019, p. 15), this is “the most widely used measure of redistributive 
preferences in empirical studies.”
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The ISSP provides two measures of personal well-being, one labeled “family 
income” and the other “earnings”. For some countries the measures refer to pre-tax 
and -transfer earnings and for others to net income. Whether individuals correctly 
perceive their income as being pre-tax and -transfer or net is questionable, but this 
is not likely to bias the results unless these perceptions are non-randomly distrib-
uted. In addition, in some countries individuals were asked to report monthly, in 
others yearly amounts. Finally, the precise amounts reported by survey participants 
in Waves I and II contains a lot of missing data. 

We could use self-reported social class in lieu of a more objective measure 
of welfare. Subjective measures, however, “also capture psychological elements 
besides actual income” (Midtbø 2017, p. 6). This poses a problem if the two vary 
greatly or in ways that are unknown across countries. In all three survey waves we 
study, moreover, earnings and family income are moderately correlated, while sub-
jective social class correlates weakly with both. A measure in Waves I and II that 
provides income and earning brackets for respondents to choose from is more com-
plete. For these waves, we thus follow Dimick et al. (2018) in creating two variables 
using the robust Pareto midpoint estimator (von Hippel et al. 2016). These variables 
contain the midpoint yearly income and earnings corresponding to each reported 
category, “while the value for the final open-ended bin is imputed from a Pareto 
distribution” (Dimick et al. 2018, p. 452). Since the amounts reported are in local 
currencies, we calculated standard deviations from the country mean and used 
those in our models (Dion & Birchfield 2010, pp. 321-322; Rehm 2011, p. 279). For 
Wave IV, we are able to use the income and earnings figures individuals reported.12

Redistribution. Spending (of tax receipts) by governments on social programs 
accounts for much of the variation across democracies in “redistributive effort”. 
“Spending questions […however,] ask people about priorities relative to very differ-
ent national baselines.” (Rehm 2012, p. 399). What is needed then is a measure of 
relative redistribution, or absolute redistribution divided by market inequality. Our 
measure of income redistribution is thus the reduction in the Gini coefficient due to 
taxes and transfers as a ratio of this coefficient (Solt 2016).

GDP per capita. Individuals in less developed and highly unequal societies 
seem more concerned with the needs of others than their counterparts in more 
developed and egalitarian societies (Dion & Birchfield 2010; VanHeuvelen 2017). 
Fong (211, p. 242) similarly claims that perceived poverty increases support for 
redistribution among high-income earners. To assess the effect of development on 
attitudes towards social policy, we use a measure of real GDP in 2011 US dollars 
given in purchasing power parity (or PPP) terms. We divide this measure by a coun-
try’s population to obtain per capita measures. The Penn World Table (Feenstra et 
al. 2015) is the source for these variables. 

12 One benefit of having income and earnings data in local currencies is that this method 
of accounting minimizes errors. 
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Economic growth. Economic growth could facilitate solidaristic tendencies 
by making people better off. If a majority believe, however, “in insuring industri-
ous people against bad luck, but not providing unconditional assistance to the poor 
if their condition is due to idleness” (Fong 2001, p. 242), individuals may be less 
likely to care for others when they regard the economic environment as good. We 
represent economic growth using a measure of inflation-adjusted growth in GDP 
per capita from the World Development Indicators (World Bank 2017). 

Unemployment rate. Some have claimed that unemployment should increase 
support for welfare policies (Breznau 2010, p. 13; VanHeuvelen 2017, p. 45). Wehl 
(2018) however finds that unemployment does not significantly explain support for 
labor market policies. VanHeuvelen (2017) also found that unemployment does not 
significantly increase support for redistribution. Our variable refers to those who 
are unemployed in a given year as a share of the active labor force. This data, 
originally compiled by the International Labor Organization, was similarly derived 
from the WDI dataset.

Employment status. An important question is whether employed and unem-
ployed respondents regard social policy in a similar fashion. Some have claimed 
that the employed, also known as insiders in countries with labor market duali-
ties and high unemployment, favor government programs that insure or redistribute 
income if the beneficiaries are insiders like themselves and not the unemployed 
(Moene & Wallerstein 2001, 2003; Rueda 2007). 

Church attendance. An important literature has claimed that religiosity 
makes individuals disapprove of social insurance even when they stand to benefit 
from it (De la O & Rodden 2008; Scheve & Stasavage 2006). Poor religious voters 
accordingly prioritize moral issues. This could make these individuals appear less 
solidaristic than secular ones.13 Breznau (2010, p. 474) found, however, that church 
attendance had “little to no influence on [welfare] policy preferences”. We evaluate 
these expectations using a question about the frequency of attending religious ser-
vices. For Waves I and II, we use a categorical variable with six categories, whereas 
in Wave IV the same variable contains eight categories. 

Partisanship. A large literature has claimed that “Left-Right placement bun-
dles together a variety of policy attitudes and value orientations … the strongest 
of which are attitudes connected to the extent of state involvement in the economy 
and the limits to redistribution” (Bosancianu 2017, p. 1592). We thus include in our 
models a measure of partisan affiliation that ranges from far-left to far-right and 
also includes choices for “Other, no specific party” and “No party preference”. 

13 Aversion to social insurance, however, should not be taken to imply that religious indi-
viduals cannot behave altruistically by, for example, donating money to their churches 
or other charities. Logically speaking, these individuals could be very altruistic in the 
private sphere, while opposing government social programs on principle and/or based 
on their performance.
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Before reporting our findings, we note that for Waves I and IV, values are 
given for 1986 and 2008 respectively. For Wave II, because the year of fieldwork 
was in some cases 1993 and in one case 1991, values given for the variables are 
for 1992. Regarding our specifications, due to the ordered and categorical nature 
of our indicators, we use ordered logistic regression for the measurement portion 
of the model. The probability of placing in one of the classes is modeled using 
multinomial logistic regression. We use sampling weights to account for over- and 
under-sampled observations.14 

Exploratory Analysis
We begin by noting that we follow a specific model development strategy before 
settling on our preferred specification (Vermunt & Magidson 2005, p. 43). First, 
we estimate unconditional models (or models without covariates) with 2, 3, and 
4 latent clusters. We then add covariates to these models (conditional estimation) 
to improve model fit. At every step, we examine the log likelihood (LL) and the 
Bayesian Information Criterion (BIC) for information on parsimony and fit, respec-
tively. Generally speaking, lower values for these statistics indicate a better fit. 

For all three waves, a model with 4 clusters fits the data best, as evidenced 
especially by the BIC. Adding covariates also led to large reductions in this statis-
tic, confirming their role in helping to measure the latent variable. For all waves, 
we also explored construct equivalence. As Nagelkerke et al. (2016) point out, the 
assumption of unit independence is automatically violated when observations are 
nested in groups, as in many studies featuring surveys conducted in multiple coun-
tries. In this case, it is important “to detect misfit that originates from the model 
not fitting particular groups as well as others.” (Nagelkerke et al. 2016, p. 255). 
Nagelkerke et al. define a between-group bivariate residual that is calculated by 
using the grouping variable as a nominal covariate with its effect set equal to 0 
(Vermunt & Magidson 2016, p. 121). The model is then estimated and residuals 
examined between pairs of indicator variables, pairs of covariates and indicators, 
and between the grouping variable and indicators. The latter in particular can be 
evaluated for evidence of parameter heterogeneity across countries. 

“[L]arge residuals indicate large direct effects of particular group vari-
ables…If…large residuals are associated with group variables, an appropri-
ate strategy is to include the direct effects of the group variable with the 
largest residuals, re-estimate the model and check the updated residuals 
after this new model is estimated. This procedure can be repeated until all 

14 The variables used for weighting are v107, v176, and weight respectively.
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of the residuals between group variables and response variables become 
small.” (Moors 2004, p. 309). 

In Wave I, all ten bivariate residuals between the grouping variable and indicators 
exceeded 3.84.15 In Wave II’s case, 4 out of 7 bivariate residuals exceeded this 
value. For Wave IV, the number is 8 out of 8. We thus concluded that there was sig-
nificant country-level heterogeneity in parameters in all three specifications. Con-
sequently, we proceeded to explore the possibility of modeling this heterogeneity 
using various kinds of random effects/multilevel models (Henry & Muthén 2010; 
Vermunt 2003). Once again, a multilevel model can be compared to a model with-
out random effects using the LL and BIC test statistics.

The simplest random effects specification is a parametric model in which 
intercepts for the latent classes are allowed to vary randomly. In these models, the 
individual-level latent classes vary in size by country, but all other parameters are 
“fixed”. The random effects themselves follow a continuous distribution of means 
across groups. There is also a non-parametric version of this model which con-
ceives of countries not as continuous random means, but as belonging to a smaller 
set of discrete groups that in turn affect the intercepts of the individual classes 
(Henry & Muthén 2010). The grouping of countries in the varieties of capitalism 
literature offers an example of the ways in which countries could be modeled in the 
level 2 analysis (as liberal or coordinated market economies) (e.g., Larsen 2008). In 
this case, at least two country-level classes need to be specified. Figure 1 provides 
a visual summary of our 4-cluster solution for the indicator variables in Wave I.

As Figure 1 indicates, four classes are clearly delineated in the ten indicator 
variables used to measure attitudes towards social policy in Wave I. The cluster 
comprising the most members is Cluster 1, which appears to be composed of indi-
viduals who are moderately solidaristic. The second largest cluster is reserved for 
moderately self-interested individuals, with “extreme egoists” and “extreme altru-
ists” a distant third and fourth places respectively. This plot confirms what scholars 
have recently observed, that the welfare state in advanced capitalist democracies is 
popular (Roosma et al. 2013) and that this is in part due to loss aversion (Rehm et 
al. 2012). The best fitting model for Wave I, it turns out, is a non-parametric estima-
tion with two country-level latent classes affecting the intercepts for the individual 
level classes. It is not hard to see how this would occur in a model where education 
does not have a uniform number of categories across countries. 

It is important to note that for the tables that follow, a positive coefficient 
implies that a particular variable is more likely to place/keep individuals in a cer-
tain class, whereas a negative one indicates that the variable is likely to place indi-
viduals in a different class. Table 2 presents the results for Wave I.

15 “For 1 degree of freedom effects, bivariate residuals larger than 3.84 indicate statistical 
significance at the .05 level. (Vermunt & Magidson 2005, p. 125).
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As Table 2 indicates, specifying random effects is warranted – level-2 classes 
affect intercepts for individual-level clusters in a statistically significant way. In our 
discussion of these individual-level results, we speak primarily about Cluster 1, the 
largest class of individuals. As Table 2 indicates, all covariates significantly explain 
placement into a particular class. As expected, females, those with little education, 
the unemployed, those who lean left ideologically, and the less well-off tend to be 
more solidaristic than males, those who are more educated, the employed, the bet-
ter off economically, and right of center individuals. Regarding the country level 
variables, economic growth and redistribution are negatively associated with social 
solidarity while unemployment has a positive association. Contrary to claims made 
recently regarding the effect of religiosity on preferences towards social policy 
(De la O & Rodden 2008; Scheve & Stasavage 2006), we find that more religious 
individuals exhibit more social solidarity than less religious ones. Finally, the age 
of the respondent is not predictably associated with a particular orientation across 
clusters.

Table 2 also provides a model for the indicators with an R² that captures how 
well the latent variable explains these. There is evidence that the latent variable is 
primarily picking up attitudes about income differences and what role the govern-
ment should have, if any, in reducing them because government responsibility and 
income differences have the highest R²s. Government responsibility elicits abstract 
preferences or attitudes about the welfare state, while income differences is a com-
ment on the status quo. 
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 Figure 1 Profile plot of cluster solution for the latent class analysis of Wave I
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Similar to Wave II, a model with four clusters is more parsimonious and fits 
the data best in the case of Wave II. This time, however, the addition of random 
parameters does not bring about an improvement over our baseline model. As a 
result, we retain a model with 4 clusters whose main difference with respect to 
Wave I is that there is now a group of individuals (Cluster 4) who exhibit a mixed 
attitudinal profile: they are rather self-interested in their conception of what the 
welfare state should do (reduce income differences and guarantee everyone a job 
and a basic income), but progressive in their evaluation of its results. Once again, 
“moderate altruists” lead in numbers, but “moderate egoists” do not make up the 
second most numerous class. Instead, Cluster 2 is composed of individuals who are 
very self-interested, followed by individuals who are very solidaristic (Cluster 3). 
Figure 2 provides a visual summary of the solution for Wave II.

Table 2 Multilevel LCA of attitudes towards social policy in seven countries 
(1987)

Model for Indicators Wald p-value R²

government responsibility 208.971 0.000 0.584
unemployed 17.147 0.001 0.200
university 187.976 0.000 0.243
jobs 195.038 0.000 0.379
poor 143.626 0.000 0.145
basic income 53.053 0.000 0.367
income differences 168.399 0.000 0.540
top taxes 50.525 0.000 0.189
progressive taxation 123.203 0.000 0.164
inequality benefits the rich 87.934 0.000 0.307

Model for Clusters
Intercept Cluster 1 Cluster 2 Cluster 3 Cluster 4 Wald p-value

N 1404 1318 450 321
group class 1 3.009 0.651 -3.744 0.084 163.092 0.000
group class 2 2.351 1.086 -2.474 -0.963 144.747 0.000

Covariates
sex

male -0.138 -0.059 0.311 -0.114 148.023 0.000
female 0.138 0.059 -0.311 0.114

age -0.008 -0.007 0.009 0.006 23.450 0.000
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education
none/still at school 0.816 -0.061 -1.432 0.677 109717.219 0.000

0.579 0.030 -1.786 1.177
0.054 -0.067 -0.348 0.361

-0.060 0.125 0.162 -0.226
-0.248 0.068 0.433 -0.254
-0.127 0.156 0.319 -0.348
-0.413 0.042 0.772 -0.401
-0.329 -0.170 1.099 -0.600

complete university -0.273 -0.123 0.781 -0.385

Model for Clusters
Intercept Cluster 1 Cluster 2 Cluster 3 Cluster 4 Wald p-value

GDP growth -0.152 -0.539 -0.813 1.504 120.001 0.000
unemployment 0.011 0.084 0.161 -0.255 143.224 0.000

employment status
unemployed 0.068 -0.025 -0.518 0.475 85.964 0.000
employed -0.068 0.025 0.518 -0.475

income -0.077 0.121 0.320 -0.363 33.628 0.000
redistribution -0.012 -0.021 0.001 0.032 52.767 0.000
GDP 0.000 0.000 0.000 0.000 28.592 0.000

partisanship
far left 4.044 -3.865 -4.311 4.131 110428.720 0.000
left 1.094 0.412 -1.147 -0.359
center 0.313 0.786 0.523 -1.621
right -0.032 0.763 1.256 -1.987
far right -6.586 1.949 3.586 1.051
other, not specified 0.827 -0.392 0.095 -0.530
no party preference 0.340 0.347 -0.003 -0.684

church attendance
once a week 0.114 0.003 -0.376 0.259 41109.523 0.000
1-3 times a month 0.247 0.167 -0.397 -0.017
several times a year -0.066 -0.096 0.504 -0.342
once or twice a year -0.183 0.088 -0.067 0.163
less frequently -0.051 0.027 0.375 -0.351
never -0.061 -0.190 -0.039 0.290

Model for group classes
Intercept Class 1 Class 2 Wald p-value

0.5152 -0.5152 1.584 0.21

Overall N 3345.32
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Figure 2 Profile plot of cluster solution for the latent class analysis of Wave II

Other differences between Waves 1 and 2, albeit minor, are that in the latter case 
an individual’s employment status does not emerge as a statistically significant pre-
dictor of his/her attitudes about social policy. In addition, both GDP growth and 
personal income are associated with moderate social solidarity (they both increase 
the likelihood of placing in Cluster 1). Table 3 presents the results for this model.

Table 3 Multilevel LCA of attitudes towards social policy in five countries 
(1992)

Model for Indicators Wald p-value R²

government responsibility 346.311 0.000 0.559
jobs 402.222 0.000 0.462
basic income 444.764 0.000 0.433
income differences 617.964 0.000 0.498
top taxes 401.919 0.000 0.262
progressive taxation 358.124 0.000 0.208
inequality benefits the rich 321.064 0.000 0.234
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Model for Clusters
Intercept Cluster 1 Cluster 2 Cluster 3 Cluster 4 Wald p-value

N 2872 921 808 753
10.567 11.894 -7.418 -15.044 71.550 0.000

Covariates
sex

male -0.125 0.183 -0.163 0.105 37.134 0.000
female 0.125 -0.183 0.163 -0.105

age -0.010 -0.005 0.000 0.014 22.072 0.000
education -0.073 0.122 -0.100 0.051 105.759 0.000
GDP growth 0.834 1.088 0.498 -2.419 107.419 0.000
unemployment 0.163 0.420 0.068 -0.651 30.871 0.000

employment status
unemployed 0.050 -0.005 0.033 -0.079 3.124 0.370
employed -0.050 0.005 -0.033 0.079

income 0.157 0.475 -1.023 0.391 48.010 0.000
redistribution -0.053 -0.164 0.146 0.071 71.414 0.000
GDP 0.000 0.000 0.000 0.001 146.580 0.000

partisanship
far left 1.495 -4.760 2.228 1.037 309.598 0.000
left 0.291 0.142 -0.093 -0.340
center -0.078 0.849 -0.598 -0.173
right -0.553 1.774 -1.028 -0.193
far right -0.125 0.641 -0.450 -0.066
other, not specified -0.783 0.629 0.261 -0.107
no party preference -0.248 0.727 -0.321 -0.158

church attendance
once a week 0.101 -0.225 -0.144 0.268 55.588 0.000
1-3 times a month 0.165 -0.244 0.059 0.019
several times a year 0.049 0.210 -0.176 -0.084
once or twice a year -0.032 0.155 -0.151 0.029
less frequently -0.138 0.083 -0.032 0.087
never -0.145 0.021 0.443 -0.319

Overall N 5354

We turn now to Wave IV, which also yields four clusters. Figure 3 provides a visual 
summary of this solution. 
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Figure 3 Profile plot of cluster solution for the latent class analysis of Wave IV

Figure 3 indicates that once again, the most numerous class is composed of indi-
viduals who are moderately solidaristic (Cluster 1). As with Wave II, there is also 
a class of individuals that has a mixed profile of attitudes, and together they make 
up the second largest group (Cluster 4). The third largest group is composed of 
individuals who are moderately self-interested (Cluster 3). The least numerous class 
(Cluster 2) groups individuals who are very solidaristic. Table 4 presents full results 
for this model. 

The most notable differences that emerged with respect to previous results 
are as follows. First, the unemployment rate is now associated with a significant 
decrease and redistribution with a significant increase in solidaristic attitudes. Sec-
ond, being employed is now associated with a positive and being unemployed with 
a negative propensity for moderate solidarism, although these coefficients are not 
highly significant statistically. Third, far-left partisanship and attending religious 
services several times per week are negatively associated with moderate solidarity, 
although the association of far-left partisanship with extreme solidarity is positive. 
Fourth, the indicators that are best explained by the latent variable are the ones 
unique to this wave asking how just it is that people with higher incomes can buy 
better health care and education than people with more modest means. Finally, we 
found that the Wald test statistic and its associated p-value cannot be computed for 
GDP per capita.
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Table 4 LCA of attitudes towards social policy in thirty-one countries (2009)

Model for Indicators Wald p-value R²

government responsibility 1651.472 0.000 0.449
unemployed 1041.153 0.000 0.226
poor 568.812 0.000 0.064
income differences 1351.697 0.000 0.351
top taxes 1229.374 0.000 0.220
progressive taxation 1463.533 0.000 0.207
private health care just 1625.358 0.000 0.605
private education just 1567.072 0.000 0.581

Model for Clusters
Intercept Cluster 1 Cluster 2 Cluster 3 Cluster 4 Wald p-value

0.095 -0.839 -0.412 1.157 93.127 0.000
N 14637 2698 2718 3087

Covariates
sex

male -0.088 -0.114 0.156 0.046 106.709 0.000
female 0.088 0.114 -0.156 -0.046

age -0.001 0.010 -0.007 -0.002 77.039 0.000

education
no formal qualification 0.048 -0.279 0.100 0.131 167.936 0.000
lowest formal qualification 0.041 0.093 -0.278 0.144
above lowest qualification 0.152 0.272 -0.482 0.058
higher secondary  
completed -0.011 0.046 -0.005 -0.031
above higher secondary 
level, other qualification -0.080 -0.011 0.297 -0.207
university degree  
completed -0.151 -0.122 0.368 -0.095

GDP growth 0.061 0.000 -0.009 -0.051 65.469 0.000
unemployment -0.004 -0.027 -0.019 0.049 66.280 0.000

employment status
unemployed -0.001 0.015 -0.072 0.058 10.479 0.015
employed 0.001 -0.015 0.072 -0.058

income -0.025 -0.277 0.279 0.022 186.518 0.000
redistribution 0.003 0.048 -0.019 -0.032 646.900 0.000
GDP 0.000 0.000 0.000 0.000 . .
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partisanship
far left -0.036 0.900 -0.760 -0.105 909.720 0.000
left 0.156 0.449 -0.701 0.095
center 0.059 -0.170 0.113 -0.002
right -0.092 -0.771 0.937 -0.074
far right -0.058 -0.398 0.429 0.026
other, not specified -0.008 0.104 -0.175 0.079
no party preference -0.022 -0.114 0.156 -0.019

church attendance
several times per week -0.194 -0.173 0.161 0.206 208.831 0.000
once a week 0.032 -0.214 0.166 0.015
2 or 3 times a month -0.033 -0.160 0.286 -0.093
Once a month -0.040 -0.158 0.051 0.147
Several times a year 0.051 0.277 -0.338 0.010
Once a year 0.048 0.068 -0.155 0.039
less than once a year 0.117 -0.024 0.074 -0.166
never 0.019 0.383 -0.245 -0.157

Overall N 23,426

Robustness Checks
We look for possible deviations from the assumption that indicator variables are 
conditionally independent (that is, unrelated to each other within classes) and re-
specify our models. In so doing, we retain the most parsimonious model possible 
(i.e., the one with the smallest number of additional parameters), while improving 
model fit. 

Conditional independence can be examined by looking at the correlation of 
indicator variables by class both before and after observations have been grouped 
into classes. We found that some of the indicator variables in Waves I and II had 
moderately significant correlations prior to observations being sorted into classes. 
After being sorted into classes, however, these pairwise correlations became sta-
tistically insignificant and/or very slight. Results for Wave IV indicated, however, 
that the variables referring to the right to pay privately for better health care and 
education do correlate very highly before the analysis (r=0.775; p=0.000). Class 
clustering is able to moderate this correlation, but the bivariate residual for this pair 
in the model reported in Table 4 is still 1681.840. 

To see how these correlations affect the results, we reexamine the model we 
previously estimated. We restrict the four highest bivariate residuals (the residual 
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for the private healthcare just and private education just pair and three others) to 
0 and re-estimate the model. The resulting specification relaxes the assumption 
of conditional independence, possibly changing the relationship between the latent 
variable and indicators, and between covariates and indicators. Table 5 presents the 
results for our modified latent class analysis of Wave IV. 

Table 5 Modified LCA of attitudes towards social policy in thirty-one 
countries (2009)

Model for Indicators

Wald p-value R²

government responsibility 2447.846 0.000 0.511
unemployment 770.994 0.000 0.254
poor 272.998 0.000 0.095
income differences 2143.097 0.000 0.392
top taxes 1120.467 0.000 0.258
progressive taxation 1079.735 0.000 0.183
private healthcare just 418.947 0.000 0.247
private education just 145.986 0.000 0.222

Model for Clusters

Intercept Cluster 1 Cluster 2 Cluster 3 Cluster 4 Wald p-value

-2.207 -2.547 -5.376 10.130 114.620 0.000
N 16093 2312 2370 2365

Covariates
sex

male -0.069 -0.080 0.204 -0.055 79.287 0.000
female 0.069 0.080 -0.204 0.055

age 0.000 0.011 -0.006 -0.005 65.249 0.000

education
no formal qualification 0.043 -0.265 0.340 -0.119 237.110 0.000
lowest formal qualification 0.048 0.171 -0.636 0.417
above lowest qualification 0.180 0.334 -0.678 0.164
higher secondary  
completed -0.078 -0.062 0.004 0.135
above higher secondary 
level, other qualification -0.104 -0.064 0.415 -0.247
university degree  
completed -0.090 -0.113 0.555 -0.351

GDP growth 0.313 0.254 0.217 -0.783 40.373 0.000
unemployment 0.001 -0.030 0.042 -0.013 15.175 0.002
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employment status
unemployed 0.003 0.011 -0.044 0.030 1.970 0.580
employed -0.003 -0.011 0.044 -0.030

income -0.026 -0.272 0.343 -0.046 194.407 0.000
relative redistribution 0.071 0.107 0.063 -0.240 238.113 0.000
GDP 0.000 0.000 0.000 0.000 154.670 0.000

partisanship
far left -0.037 0.746 -1.201 0.492 736.296 0.000
left 0.333 0.586 -0.556 -0.363
center 0.073 -0.049 0.207 -0.231
right 0.056 -0.508 1.214 -0.761
far right 0.154 -0.096 0.751 -0.809
other, not specified -0.745 -0.666 -0.776 2.187
no party preference 0.166 -0.012 0.361 -0.516

church attendance
several times per week -0.255 -0.068 -0.209 0.533 120.067 0.000
Once a week 0.145 -0.010 0.285 -0.421
2 or 3 times a month 0.115 -0.069 0.303 -0.349
Once a month 0.052 -0.199 0.017 0.130
Several times a year -0.016 0.143 -0.227 0.100
Once a year -0.004 -0.002 -0.118 0.124
less than once a year 0.079 -0.037 0.103 -0.145
never -0.115 0.242 -0.154 0.028

Overall N 23,426

As Table 5 indicates, our software is now able to compute the Wald test statistic 
and its associated p-value for GDP per capita. Coefficients for age, unemployment 
and unemployed status have also turned positive, while the coefficient for employed 
is now negative. While employed and unemployed display the same signs as in the 
previous two waves, employment status overall has lost its statistical significance. 
Perhaps more importantly, R²s for private healthcare just and private education 
just have significantly decreased, while government responsibility and income dif-
ferences emerge once again as the indicators with the highest R²s. This indicates 
that in its configuration, the latent class model for Wave IV is similar to the models 
for Waves I and II once the most glaring forms of conditional dependence have 
been properly handled. 

With a refined model the number of observations by cluster can change, as 
Table 5 makes clear. Just as importantly, however, the BIC has declined in value. 
Having added one parameter (or restriction) to the model, researchers should check 
bivariate residuals again for additional parameters to restrict until all residuals 
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exhibit acceptable values. As more residuals are set to 0 and the ones left unre-
stricted decrease in value, we obtain diminishing increases in model fit (as judged 
by progressively lower BIC values), and more stability in parameters (the size of 
indicator and covariate coefficients and their signs). Due to space constraints, we do 
not report these checks here.16 

We re-estimated our models with earnings instead of family income and 
obtained similar results except for Wave I, which exhibits a four-cluster profile 
somewhat different from the one we had originally obtained. Most likely, this is 
because data on earnings is not available for the Netherlands, and the country thus 
drops out of the estimation. We also experimented with a slightly modified form 
of latent class analysis, latent class factor analysis (Magidson & Vermunt 2001). 
LCFA is a form of exploratory factor analysis that conceives of attributes (self-
interest and solidarism for example) as dichotomous latent factors rather than dis-
tinct classes. Instead of four latent classes, we would speak then of two dichoto-
mous latent factors “with fixed and equidistant category scores” (Kankaraš et al. 
2011, p. 284). While this allows individuals to have a position on each factor, LCFA 
achieves identification by omitting higher order interactions of the sort used previ-
ously. We thus found that our latent class models, judging by their lower BICs, fit 
the data better.

As a final check on our results, we estimated a model with data for all waves 
pooled into a single analysis. Since there are only four indicators common to all 
waves – government responsibility, income differences, top taxes, and progres-
sive taxation – these are the only variables available to proxy for the latent con-
struct. As before, we estimate models with 2, 3, and 4 latent classes. This time, we 
are able to work with thirty-two countries containing 32,678 observations.17 Once 
again, a model with 4 classes fits the data best, judging by the BIC test statistic. As 
expected, the resulting class profile falls somewhere between the profiles for waves 
II and IV, with a class of individuals displaying a mixed set of attitudes.

We repeated the analyses with ISSP data from the Role of Government mod-
ule. This questionnaire has the advantage of offering questions similar to the 
ones used here, in addition to questions on whether it should be the government’s 
responsibility to provide decent housing for all and to care for seniors. Although we 
observed four classes underlying responses to these indicators, we were unable to 
obtain results similar to the ones just reported. The reason is most likely that the 
Role of Government module did not include questions asking people about their 

16 Because bivariate residuals are smaller in the case of Waves I and II, we refrain from 
presenting refined versions of those models here. 

17 Due to space constraints, we do not report details for this exercise here, but results are 
available upon request.
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assessment of the status quo.18 Because those questions prime answers to questions 
about absolute preferences, they cannot be separated empirically from indicators 
about abstract attitudes.

Putting all three waves together, we find that for two of the waves (Wave I 
and IV), the coefficient on income is negative, as one would expect, but for Wave 
II it is positive. We also see that signs for some macro-level variable coefficients 
are not stable across waves. Income redistribution and economic growth are some-
times associated with less (more) solidarism and unemployment with more (less) 
solidarism. These findings raise an important question: why are the effects of some 
variables inconsistent across waves? Rather than attempt to generalize when such 
generalizations are not warranted, we conclude that there is much about the rela-
tionship between personal/family income and macro-level variables that we still do 
not understand, particularly for developing and/or newer democracies such as those 
surveyed in Wave IV. 

Dimick et al. (2017, p. 386) found evidence that “an increase in macro-
inequality will lead to a larger increase in support for redistribution from the rich 
than from the poor”. This occurs, they posit, because “an increase in redistribution 
aimed at reducing inequality is less costly (in welfare terms) to a richer person than 
to a poorer person” (i.e., the wealthy value an additional dollar of consumption less 
than the poor).19 Haggard et al. (2013, p. 113) found, however, that in the developing 
world, “inequality has limited effects on demands for redistribution and may even 
dampen them.” Others relate support for redistribution to its visibility (Gingrich 
2014). Finally, some point out that spending on benefits locks some recipients into 
coalitions in favor of continued benefits (e.g. Timmons 2005).

Contradicting claims may reflect the reality that some variables, income in 
particular, are measured with error. Another possibility is that the effects of macro-
level variables on attitudes differ between the more settled environments of devel-
oped countries and the more fluid situation we find in less developed ones. More 
generally, we believe that if people were fully informed, they would have no prob-
lems grasping the “inter-temporal trade-off between current and future income” 
that social policies entail (Barber et al. 2013, p. 1157). The cross-sectional nature 
of our research does not allow us to explore how stable over time the effects of 
these variables are, but it does allow us to realize that when care has been taken to 
specify the proper model, the relationship between covariates and the latent vari-
able may not be the same across countries and/or waves.

18 There is no prompt in any of the surveys querying respondents about pro-poor policies 
specifically. These policies figure prominently in the welfare states of all advanced 
democratic nations. 

19 See also Dimick et al. (2018). 
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Conclusion 
This article has made a major contribution to the comparative political economy 
literature. As stated at the outset, solidarism, or care about the well-being of others, 
is usually treated as any attitude that cannot be explained using standard assump-
tions about self-interest. We have shown that this is not the case. Our empirical 
model provides strong support for the notion that solidarism is a coherent ori-
entation among certain members of the public and it may or may not stem from 
“objective” indicators of wellbeing such as (relative) income, employment status, 
and education. Specifically, the model allowed us to measure these attitudes, thus 
helping overcome the by now stale divide between scholars who emphasize self-
interested considerations over solidaristic behavior or vice-versa. We were able to 
do this while acknowledging the complexity of the relationship between contextual 
variables such as income redistribution and individual attitudes. 

In addition to putting solidarism on a firmer empirical footing, this article 
made three other important contributions to the literature. First, we established 
some conceptual clarity regarding social policy preferences and how to measure 
them in a valid and reliable way. Second, we sorted through the thicket of how 
abstract preferences regarding the welfare state and information about its perfor-
mance can affect each other. Finally, we showed how latent manifestations of these 
preferences might not be equivalent across countries.

We applied mixture modeling (LCA) to three waves of the International 
Social Survey Programme’s module on social inequality. Our key findings are that 
preferences towards the market and the role of government in the economy form 
four distinct clusters of individuals that we refer to as “moderate altruists”, “moder-
ate egoists”, “extreme altruists”, and “extreme egoists”. These clusters tend to be 
homogenous with respect to both abstract notions of the role of government in the 
economy as well as about evaluations of actual performance. We do find, however, 
one notable exception in the last two survey waves, as one class consists of indi-
viduals who are solidaristic with respect to some indicators, but self-interested with 
respect to others. 

Looking at differences in results between waves, it appears as if attitudinal 
classes are context specific. We would expect the particular countries and indica-
tor variables we study to affect class configurations. Our pooled analysis revealed, 
however, a configuration of classes across waves that is similar to the configurations 
found within them despite the smaller number of indicators used and heterogeneity 
introduced by pooling countries. There is something to be gained then from seeing 
latent classes as capturing four distinct types of attitudes that are fundamentally 
similar across units of analysis.

In future work, scholars should provide better accounts of why certain vari-
ables differ in their effects on attitudes across countries. The literature abounds with 



methods, data, analyses | Vol. 14(1), 2020, pp. 61-90 86 

claims about the relationship between variables such as inequality and redistribu-
tive preferences, but these works usually presume that effects are uniform across 
units while leaving direct country effects unexamined. As we have shown, even 
with an appropriate specification, such assumptions leave much to be explained. It 
is our hope that in the future, scholars not only measure attitudes more accurately, 
but also explain them better. 

Literature
Alemán, J., & Woods, D. (2016). Value orientations from the World Values Survey: How 

comparable are they cross-nationally? Comparative Political Studies 49(8), 1039-1067.
Alesina, A., & Angeletos, G. (2005). Fairness and redistribution: US vs. Europe. American 

Economic Review, 95(3), 913-935. 
Alesina, A., & Giuliano, P. (2011). Preferences for redistribution. In J. Benhabib, A. Bisin 

& M. O. Jackson (Eds.), Handbook of social economics (pp. 93-132). North Holland: 
Elsevier. 

Alt, J., & Iversen, T. (2017). Inequality, labor market segmentation, and preferences for re-
distribution. American Journal of Political Science, 61(1), 21-36. 

Arts, W., & Gelissen, J. (2001). Welfare states, solidarity and justice principles: Does the 
type really matter? Acta Sociologica, 44(4), 283-299. 

Barber IV, B., Pablo, B., & Wibbels, E. (2013). The behavioral foundations of social politics: 
Evidence from surveys and a laboratory democracy. Comparative Political Studies, 
46(10), 1115-1189. 

Berlin, K. S., Williams, N. A., & Parra, G. R. (2014). An introduction to latent variable 
mixture modeling (part 1): Overview and cross-sectional latent class and Latent Profile 
analyses. Journal of Pediatric Psychology, 39(2), 174-187. 

Bosancianu, C. M. (2017). A growing rift in values? Income and educational inequality and 
their impact on mass attitude polarization. Social Science Quarterly, 98(5), 1587-1602.

Breznau, N. (2010). Economic equality and social welfare: Policy preferences in five na-
tions. International Journal of Public Opinion Research, 22(4), 458-484. 

Breznau, N. & Hommerich, C. (2019). No generalizable effect of income inequality on pub-
lic support for governmental redistribution among rich democracies 1987-2010, Social 
Science Research. doi: https://doi.org/10.1016/j.ssresearch.2019.03.013.

Cavaillé, C., & Trump, K. (2015). The two facets of social policy preferences. The Journal 
of Politics, 77(1), 146-160. 

Choi, G. (2019). Revisiting the redistribution hypothesis with perceived inequality and 
redistributive preferences, European Journal of Political Economy. doi: https://doi.
org/10.1016/ j.ejpoleco.2018.12.004. 

De La O, A. L., & Rodden, J. A. (2008). Does religion distract the poor? Income and issue 
voting around the world. Comparative Political Studies, 41(4-5), 437-476. 

Dimick, M., Rueda, D., & Stegmueller, D. (2017). The altruistic rich? Inequality and other-
regarding preferences for redistribution. Quarterly Journal of Political Science, 11(4), 
385-439. 

Dimick, M., Rueda, D., & Stegmueller, D. (2018). Models of other-regarding preferences, 
inequality, and redistribution. Annual Review of Political Science, 21, 441-460. 



87 Alemán/Woods: Solidarity and Self-Interest

Dion, M., & Birchfield, V. L. (2010). Economic development, income inequality, and prefe-
rences for redistribution. International Studies Quarterly, 54(2), 315-334. 

Feenstra, R. C., Inklaar, R., & Timmer, M. P. (2015). The next generation of the Penn World 
Table. American Economic Review, 105(10), 3150-3182. 

Fong, C. (2001). Social preferences, self-interest, and the demand for redistribution. Journal 
of Public Economics 82(2), 225–246. 

Gimpelson, V., & Treisman, D. (2018). Misperceiving inequality.  Economics and 
Politics, 30(1), 27-54. 

Gingrich, J. (2014). Visibility, values, and voters: The informational role of the welfare state. 
The Journal of Politics, 76(2), 2-565. 

Haggard, S., Kaufman, R. R., & Long, J. D. (2013). Income, occupation, and preferences for 
redistribution in the developing world. Studies in Comparative International Develop-
ment, 48(2), 113-140. 

Henry, K. H., & Muthén, B. (2010). Multilevel latent class analysis: An application of adole-
scent smoking typologies with individual and contextual predictors. Structural Equati-
on Modeling, 17(2), 193–215.

International Social Survey Programme. (1987). Social inequality module codebook. Ret-
rieved June 24, 2017, from the ISSP website: https://www.gesis.org/issp/modules/issp-
modules-by-topic/social-inequality/1987/ 

International Social Survey Programme. (1992). Social inequality II codebook. Retrieved 
December 1, 2016, from the ISSP website: https://www.gesis.org/issp/modules/issp-
modules-by-topic/social-inequality/1992/ 

International Social Survey Programme. (1999). Social inequality III codebook. Retrieved 
July 15, 2015, from the ISSP website: https://www.gesis.org/issp/modules/issp-modu-
les-by-topic/social-inequality/1999/ 

International Social Survey Programme. (2009). Social inequality IV codebook. Retrieved 
July 15, 2015, from the ISSP website: https://www.gesis.org/issp/modules/issp-modu-
les-by-topic/social-inequality/1999/ 

Iversen, T., & Soskice, D. (2001). An asset theory of social policy preferences. American 
Political Science Review, 95(4), 875-893. 

Jensen, C., & Petersen, M. B. (2016). The deservingness heuristic and the politics of health 
care. American Journal of Political Science, 61(1), 68-83. 

Kahneman, D., & Tversky, A. (1979). Prospect theory: An analysis of decision under risk. 
Econometrica, 47(2), 263-291. 

Kankaraš, M., & Moors, G. (2009). Measurement equivalence in solidarity attitudes in Eu-
rope: Insights from a multiple-group latent-class factor approach. International Socio-
logy, 24(4), 557-579.

Kelly, N. J., & Enns, P. K. (2010). Inequality and the dynamics of public opinion: The self-
reinforcing link between economic inequality and mass preferences. American Journal 
of Political Science, 54(4), 855-870. 

Kim, H., Huh, S., Choi, S., & Lee, Y. (2018). Perceptions of inequality and attitudes towards 
redistribution in four East Asian welfare states. International Journal of Social Welfa-
re, 27(1), 28-39.

Kulin, J., Eger, M. A., & Hjerm, M. (2016). Immigration or welfare? The progressive’s 
dilemma revisited. Socius: Sociological Research for a Dynamic World. https://doi.
org/10.1177/2378023116632223. 

https://www.gesis.org/issp/modules/issp-modules-by-topic/social-inequality/1987/
https://www.gesis.org/issp/modules/issp-modules-by-topic/social-inequality/1987/
https://www.gesis.org/issp/modules/issp-modules-by-topic/social-inequality/1992/
https://www.gesis.org/issp/modules/issp-modules-by-topic/social-inequality/1992/
https://www.gesis.org/issp/modules/issp-modules-by-topic/social-inequality/1999/
https://www.gesis.org/issp/modules/issp-modules-by-topic/social-inequality/1999/
https://www.gesis.org/issp/modules/issp-modules-by-topic/social-inequality/1999/
https://www.gesis.org/issp/modules/issp-modules-by-topic/social-inequality/1999/
https://doi.org/10.1177/2378023116632223
https://doi.org/10.1177/2378023116632223


methods, data, analyses | Vol. 14(1), 2020, pp. 61-90 88 

Kunovich, R. M. (2009). The sources and consequences of national identification. American 
Sociological Review, 74(4), 573-593. 

Larsen, C. A. (2008). The institutional logic of welfare attitudes: How welfare regimes influ-
ence public support. Comparative Political Studies, 41(2), 145-168. 

Magidson, J., & Vermunt, J. K. (2001). Latent class factor and cluster models, bi-plots, and 
related graphical displays. Sociological Methodology, 31, 223-264.

Masyn, K. E. (2013). Latent class analysis and finite mixture modeling. In T. D. Little (Ed.), 
The Oxford handbook of quantitative methodology in psychology, vol. 2: Statistical 
analysis (pp. 551-661). Oxford University Press: Oxford. 

Meltzer, A. H., & Richard, S. F. (1981). A rational theory of the size of government. The 
Journal of Political Economy, 89(5), 914-927. 

Midtbø, T. (2017). Democracy and the demand for government redistribution: A survey ana-
lysis. European Journal of Political Research. doi.org/10.1111/1475-6765.12253.

Moene, K. O., & Wallerstein, M. (2001). Inequality, social insurance, and redistribution. 
American Political Science Review, 95(4), 859-874. 

Moene, K. O., & Wallerstein, M. (2003). Earnings inequality and welfare spending: A dis-
aggregated analysis. World Politics, 55(4), 485-516. 

Moors, G. (2004). Facts and artifacts in the comparison of attitudes among ethnic minori-
ties: A multigroup latent class structure model with adjustment for response style beha-
vior. European Sociological Review, 20(4), 303-320.

Nagerkelke, E., Oberski, D. L., & Vermunt, J. K. Goodness-of-fit of multilevel latent class 
models for categorical data. Sociological Methodology, 46(1), 252-82. 

Niehues, J. (2014). Subjective perceptions of inequality and redistributive preferences: 
An International comparison. Unpublished manuscript. 

Oberski, D. L. (2016). Mixture models: Latent profile and latent class analysis. In J. Robert-
son, & K. Maurits (Eds.), Modern statistical methods for HCI (pp. 275-287). Springer, 
Cham. 

O’Grady, T. (2017). How do economic circumstances determine preferences? Evi-
dence from long-run panel data. British Journal of Political Science. doi:10.1017/
S0007123417000242.

Rehm, P. (2011). Social policy by popular demand. World Politics, 63(2), 271-299. 
Rehm, P., Hacker, J. S., & Schlesinger, M. (2012). Insecure alliances: Risk, inequality, and 

support for the welfare state. American Political Science Review, 106(2), 386-406.
Roosma, F., Gelissen, J., & van Oorschot, W. (2013). The multidimensionality of welfare 

state attitudes: A European cross-national study. Social Indicators Research, 113(1), 
235–255.

Roosma, F., van Oorschot, W., & Gelissen, J. (2014). The preferred role and perceived per-
formance of the welfare state: European welfare attitudes from a multidimensional per-
spective. Social Science Research, 44(C), 200-210. 

Rueda, D. (2007). Social democracy inside out: Partisanship and labor market policy in 
industrialized democracies. Oxford: Oxford University Press. 

Scheve, K., & Stasavage, D. (2006). Religion and preferences for social insurance. Quarter-
ly Journal of Political Science, 1(3), 255-286. 

Schmidt-Catran, A. W. (2016). Economic inequality and public demand for redistribution: 
Combining cross-sectional and longitudinal evidence. Socio-Economic Review, 14(1), 
119-140. 



89 Alemán/Woods: Solidarity and Self-Interest

Solt, F. (2016). The standardized world income inequality database, version 5.1. Social Sci-
ence Quarterly, 97(5), 1267-1281. 

Soroka, S. N., & Wlezien, C. (2010). Degrees of democracy: Politics, public opinion, and 
policy. Cambridge: Cambridge University Press.

Timmons, J. F. (2005). The fiscal contract: States, taxes, and public services. World Politics, 
57(4), 530-567. 

Trump, K. (2018). Income inequality influences perceptions of legitimate income differen-
ces. British Journal of Political Science, 48(4): 929-952.

VanHeuvelen, T. (2017). Unequal views of inequality: Cross-national support for redistribu-
tion 1985–2011. Social Science Research, 64, 43-66. 

Vermunt, J. K. (2003). Multilevel latent class models. Sociological Methodology, 33(1), 213-
239.

Vermunt, J. K., & Magidson, J. (2005). Technical guide for latent GOLD choice 4.0: Basic 
and advanced. Belmont, Massachusetts: Statistical Innovations Inc. Retrieved January 
24, 2019, from the Statistical Innovations website: https://www.statisticalinnovations.
com/wp-content/uploads/LGCusersguide.pdf.

Vermunt, J. K., & Magidson, J. (2016). Technical guide for latent GOLD choice 5.1: Basic, 
advanced, and syntax. Belmont, Massachusetts: Statistical Innovations Inc. Retrieved 
January 24, 2019, from the Statistical Innovations website: https://www.statisticalinno-
vations.com/wp-content/uploads/LGtecnical.pdf.

von Hippel, P. T., & Scarpino, S. V., Holas, I. (2016). Robust estimation of inequality from 
binned incomes. Sociological Methodology, 46(1), 212-251. 

Wehl, N. (2018). The (ir)relevance of unemployment for labour market policy attitudes and 
welfare state attitudes. European Journal of Political Research. doi.org/10.1111/1475-
6765.12274.

World Bank. (2017). World Development Indicators database. Retrieved August 4, 2017, 
from the World Development Indicators website: http://databank.worldbank.org/data/
views/variableSelection/selectvariables.aspx?source=world-development-indicators.

https://www.statisticalinnovations.com/wp-content/uploads/LGCusersguide.pdf
https://www.statisticalinnovations.com/wp-content/uploads/LGCusersguide.pdf
https://www.statisticalinnovations.com/wp-content/uploads/LGtecnical.pdf
https://www.statisticalinnovations.com/wp-content/uploads/LGtecnical.pdf
http://databank.worldbank.org/data/views/variableSelection/selectvariables.aspx?source=world-development-indicators
http://databank.worldbank.org/data/views/variableSelection/selectvariables.aspx?source=world-development-indicators


methods, data, analyses | Vol. 14(1), 2020, pp. 61-90 90 

Appendix A. Countries used in the analysis

Wave I Wave II Wave IV

Australia Australia Argentina
Austria Austria Australia
Germany Germany Austria
Netherlands Norway Belgium
Switzerland United States Bulgaria
United Kingdom Czech Republic
United States Denmark

Estonia
Finland
France
Germany
Iceland
Italy
Japan
Korea (South)
Latvia
New Zealand
Norway
Philippines
Poland
Portugal
Slovakia
Slovenia
South Africa
Spain
Sweden
Switzerland
Ukraine
United Kingdom
United States
Venezuela
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Political participation figures prominently in social science research as an avenue 
for citizens to communicate their views and to voice protest or support for political 
leaders. Much of cross-national research on political participation has been carried 
out in wealthy democracies, and this has shaped our understanding of the subject. 
Substantially less is known about determinants of participation in non-democratic 
and economically less-developed countries, and especially how they compare to 
those observed in democracies. This paper addresses long-standing questions in 
research on political behavior that pertain to the role of resources and grievances 
across political contexts (Cichocka et al., 2017; Dalton, Van Sickle, & Weldon, 
2010), thus contributing to debates on the micro- and macro-determinants of politi-
cal participation. 

To extend the coverage and increase the representation of less democratic and 
economically developed countries, I rely on ex-post harmonized survey data from 
the Survey Data Recycling project (SDR, Slomczynski et al., 2017). Ex-post har-
monization refers to procedures applied to existing data sets that were not created 
with comparability in mind, to transform original data sets in a way that enables 
us to analyze them as a single data source (Wolf, Schneider, Behr, & Joye, 2016). 
In this paper I use a subset of the SDR v.1 data (Slomczynski, Jenkins et al., 2017) 
consisting of five cross-national survey projects: Americas Barometer, Asia Europe 
Survey, European Values Study, International Social Survey Programme, and the 
World Values Survey. Together the data cover 100 countries between 1989 and 
2009. 

Results support prior findings about the positive association between individ-
ual resources – education and income – and participation in demonstrations, and 
further show that the association between education and participation is substan-
tially stronger in democratic than in non-democratic countries. The findings related 
to the role of political trust are more complex and point to new insights: I find that 
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trust is associated with the probability of demonstrating in a U-shaped way, and 
this pattern is more pronounced in non-democratic countries than in democracies.

The paper begins by presenting theoretical considerations on the role of 
resources, grievances, and the political context for political participation. Next, I 
describe the analytic strategy, including the harmonized survey data, as well as 
the process of arriving at the final data set for analysis. Since ex-post survey data 
harmonization is not a standard procedure in the social sciences, I discuss the har-
monization strategy and the harmonization process of the survey variables used in 
this paper and the associated advantages and risks in some detail. After a descrip-
tion of the models, I turn to the results, followed by a discussion of the theoreti-
cal and methodological implications of the study. Beyond describing analyses using 
data from a specific harmonization project, the issues discussed in this paper are more 
broadly applicable to analyzing survey data characterized by varying quality and 
methodology.

Determinants of Participation in Demonstrations
Like most social phenomena, political participation results from a combination of 
factors, both individual and contextual, and is best analyzed in a multilevel the-
oretical framework (Dalton et al., 2010). Theories explaining political participa-
tion generally focus either on factors that enable participation by facilitating or 
removing barriers, or on factors that motivate participation by spurring opposition. 
According to the civic voluntarism model, political participation is enabled by the 
presence of resources (Berinsky, 2002; Brady, Verba, & Schlozman, 1995; Verba, 
Schlozman, & Brady, 1995). These resources can be of different kinds, including 
economic, but also civic skills, and the general expectation is that individuals with 
greater resources will be more likely to participate. The second approach, applied 
most often to contentious political participation, conceptualizes participation as 
motivated by grievances, which push people to go out into the streets and demand 
change (van Stekelenburg & Klandermans, 2013; Wilkes, 2004). Grievances are 
most frequently related to economic hardship, both absolute and relative (Klander-
mans, van der Toorn, & van Stekelenburg, 2008), but can also result from personal 
or political dissatisfaction (Muller, Jukam, & Seligson, 1982).

The Role of Resources: Income and Education

When focusing on economic well-being, the two theoretical approaches lead to 
contradictory hypotheses. While in the resource approach income is expected to be 
positively associated with the probability of participation, the grievance approach 
predicts a negative association. Empirical studies tend to support the first claim, 
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and find that individuals with higher income are more likely to participate in poli-
tics, both in conventional and unconventional activities (Loose & Jae, 2011; Marsh 
& Kaase, 1979; Quaranta, 2015).

However, not all resources are economic. Research has repeatedly shown 
that the better educated are more likely to engage in behaviors commonly associ-
ated with active citizenry: membership in voluntary associations (Putnam, 2000), 
protest behavior (Dalton et al., 2010), contacting politicians (Aars & Strømsnes, 
2007), and reporting crimes to the police (Botero, Ponce, & Shleifer, 2012). View-
ing education as a resource, explanations typically emphasize the cognitive costs of 
participation that are easier to overcome for educated individuals, who have better 
knowledge of the political system, can evaluate the performance of state institu-
tions more accurately, and - in the case of under-performance - are better equipped 
to take action (Ceci, 1991; Marks, 2013; Winship & Korenman, 1997). 

Political Trust as Grievance or as Resource

The relationship between political trust and political participation depends on the 
type of participation (see Gabriel, 2017, for a review). Protest behavior is considered 
more likely among individuals with low political trust, who reject conventional 
or “conformist” modes of participation and are more likely to engage in uncon-
ventional, elite-challenging activities, or withdraw from participation altogether 
(Citrin, 1974). In this sense, low trust constitutes a grievance against the political 
system. On the other hand, some level of trust in state institutions seems to be nec-
essary for a person to engage in any political activity whose success depends on 
state responsiveness, which makes trust a resource that enables action (Cichocka et 
al., 2017).

Empirical studies provide mixed evidence. Some studies in Europe find a 
negative effect of political trust on protest activities, such as participation in dem-
onstrations, boycotts, and signing petitions (Braun & Hutter, 2016; Kaase, 1999; 
Marien & Christensen, 2013; Marien & Hooghe, 2011). Another analysis of data 
from European countries found a positive effect of trust in the national parliament 
on “soft protest” (Dubrow, Slomczynski, & Tomescu-Dubrow, 2008). Yet another 
study, this time with a global scope, identified no effect of trust in parliament on 
protest participation (Dalton et al., 2010). Meanwhile, analyses by Cichocka and 
colleagues (2017) found a negative quadratic association between trust in state 
institutions and engaging in normative collective action. According to them, indi-
viduals having the least trust do not believe in the responsiveness of the state to 
protest, while those with very high trust exhibit a level of support which leaves little 
to protest against. 
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The Role of the Political Context

The same forms of political participation may have a different meaning depend-
ing on the political context. In democratic countries, activities such as attending 
demonstrations or wearing badges are legal, legitimate and generally safe, and have 
largely become part of the normal repertoire of politics (Dubrow et al., 2008; New-
ton & Montero, 2007). In authoritarian regimes, the same activities may be illegal 
and have a high chance of being repressed. 

Considerations of contextual factors that shape political participation focus 
on the role of political opportunities, with theoretical expectations depending on 
whether the emphasis is on the enabling or on the motivating role of the context. 
Some scholars argue that openness of the political system, approval of mass par-
ticipation, and responsiveness to protesters’ demands, will encourage more par-
ticipation (Eckstein & Gurr, 1975; Tarrow, 2011). Others claim that closed politi-
cal systems that discourage civic engagement will increase protest participation 
if institutionalized channels are not accessible (Kitschelt, 1986). The differences 
in the mechanisms leading to political participation in democratic and non-demo-
cratic countries may result in a different composition of participants with regard to 
resources and grievances, as discussed above.

Hypotheses

If regime openness is generally associated with increased participation, it can be 
expected that the effect is stronger for individuals with more resources, and this 
is so for two reasons. First, these individuals are better equipped to identify and 
navigate the opportunities created by the political system. Second, in the case 
of low political openness and the potential for state repression, those with more 
resources have more to lose. Consequently, I expect that the positive association 
between individual resources – education and income - and participation in dem-
onstrations is stronger in more democratic countries than in less democratic ones 
(Hypothesis 1a and 1b for the effects of education and income, respectively).

The role of political trust is also expected to vary across political contexts, in 
part due to the likely different nature of political participation following Kerbo’s 
(Kerbo, 1982) distinction between movements of crisis and movements of affluence. 
In non-democratic countries, where collective action is discouraged or prohibited, 
I expect high levels of political trust to be associated with regime loyalty and low 
propensity to participate in demonstrations (Hypothesis 2). In these countries the 
distrust and dissatisfaction of citizens may accumulate and erupt in the form of 
mass demonstrations despite the fear of state repression, resulting in higher levels of 
participation in demonstrations among individuals with low political trust. On the 
other hand, following Cichocka et al. (2017), I expect that in democratic countries 
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the probability of participation is higher among individuals with medium levels of 
political trust than those with the highest and lowest trust levels (Hypothesis 3).

Analytic Strategy
Opportunities and Challenges of Survey Data Harmonization

Most empirical research of social and political issues focuses on democratic coun-
tries, largely because of the limited availability of survey data necessary to measure 
values, attitudes and participation from countries outside of the WEIRD (Western, 
Educated, Industrialized, Rich, and Democratic, cf. Henrich, Heine, & Norenza-
yan, 2010) zone (Kołczyńska, 2014; Slomczynski & Tomescu-Dubrow, 2006). Even 
beyond Europe, single survey programs do not include sufficient countries to ana-
lyze social and political phenomena on a global scale. To address this problem, 
the Survey Data Recycling project (SDR, Slomczynski & Tomescu-Dubrow, 2018; 
Słomczyński et al., 2016) set out to develop tools for combining data from many 
cross-national survey projects that were not intended to be comparable via ex-post 
harmonization, and for using the resulting harmonized data in substantive analyses. 

The primary advantage of ex-post survey data harmonization is the increased 
coverage of countries and time points in the harmonized data set compared to 
data sets of single survey projects. This creates new opportunities for comparative 
research by enabling comparisons between countries and regions that are not cov-
ered by the same survey project, as well as over time. Associated costs are related 
to the increased methodological variation in the harmonized data set, including in 
the formulation of survey questions, the properties of response scales, or the sample 
types. All these factors can affect sample distributions of respondents’ answers, and 
are a potential risk to the validity of conclusions stemming from analyses of ex-post 
harmonized data.

The SDR project proposes to address this issue by recording methodological 
information about the original (source) surveys as separate variables in the har-
monized data set. This strategy is similar to the one employed by Milanovic in 
the All the Ginis data set of income inequality measures, where dummy variables 
distinguish between Gini coefficients that can potentially be incomparable (Mila-
novic, 2014). The methodological adjustment variables are of two types: harmoni-
zation controls and quality controls (Slomczynski & Tomescu-Dubrow, 2018). Har-
monization controls are created during the harmonization of source variables and 
accompany each target (harmonized) variable. They capture properties of survey 
items that would be lost in the process of recoding or rescaling source variables 
into target variables, such as the length of response scales or characteristics of ques-
tion wording. Harmonization controls are item-specific, i.e., they are constructed 
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individually for each target variable on the basis of the relevant methodological 
literature, which helps to identify the important features of items that are worth 
preserving, and following a review of source items in existing surveys to under-
stand the variation in their design.

Quality control variables address the inter-survey variation in the methodol-
ogy of the survey process or the quality of the data. Quality controls are either 
constructed on the basis of the available survey documentation (codebooks, study 
descriptions, technical reports) and describe important elements of the survey life-
cycle, such as type of sample, or are derived from data records in the source data 
files to flag irregularities, such as duplicated records. Both types of control vari-
ables can be used in two ways: for the selection of surveys that meet pre-defined 
criteria or directly in the substantive models designed to test the hypotheses of the 
relationship between the chosen measures. 

To sum up, while ex-post harmonization of surveys generally includes steps as 
presented below (cf. Granda et al., 2010; Wolf et al., 2016), the process employed in 
the SDR project includes additional stages marked in italics:

(1) concept definition: 
a defining the target concept(s) to be measured with the survey variables, gui-

ded by the research question(s) and theoretical framework; 

b based on this definition, developing a preliminary coding scheme or choo-
sing a coding scale for the harmonized (target) variable; 

(2) data preparation: 
a identifying survey projects that meet the requirements regarding the pre-

sence of questions corresponding to the concepts identified in step 1.a, the 
target population and representativeness, and potentially other factors, and 
gathering their data and documentation;

b examining the methodological variation among the gathered survey pro-
jects with regard to the design of the survey items of interest and the overall 
survey process on the basis of the survey documentation; 

c describing surveys in terms of their methodology (e.g., sample type) and 
constructing survey quality indicators (e.g., the presence or absence of 
quality assurance procedures, proportion of duplicated cases); 

d identifying the candidate source variables, that is relevant question items in 
the gathered source surveys that correspond to the target concept(s) defined 
in step 1.a;

e examining the variation in the design of the selected survey items given the 
literature on survey methodology and the effects of item design on respon-
dents’ answers; 
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f identifying relevant dimensions of variation between the survey items (e.g., 
related to item wording, response options or scales, position in the questi-
onnaire, filtering) to be captured by harmonization control variables;

g adjusting the coding scheme or scale of the harmonized (target variable) 
based on the observed variation in the survey items;

(3) harmonization: 
a transforming (recoding) source variables into target variable(s) using the 

coding scheme established in step 2.g;

b constructing harmonization control variables to capture the properties of 
source variables that would be lost in the process of recoding (e.g., details 
of original question wording or original length or direction of response 
scales), identified in step 2.f;

(4) checking the target variable for errors and documentation of the whole process.

Data

The Survey Data Recycling v.1 data set (Slomczynski et al., 2017) stems from ex-
post harmonization following procedures described above of selected variables 
from 22 international survey projects. The following sections describe the steps and 
decisions a researcher needs to make to prepare a data subset for analysis. These 
decisions deal with (1) the selection of surveys and cases from the harmonized SDR 
data set, and (2) accounting for methodological variation, including differences in 
survey quality and the variation in item design, across surveys.

Data Selection
Availability of variables. Not every national survey in the SDR data contains 
items measuring all the necessary concepts, so the availability of appropriate vari-
ables is the first criterion in the selection of surveys for analysis. Further constraints 
can be imposed by the selection of certain methodological features of some of these 
variables, which I discuss below.

Out of the 1721 national surveys in the SDR Master file, of the surveys carried 
out in 1989 or later, the period I will analyze in this paper1, 646 national surveys 
have all the individual-level variables I want to include in models: participation in 
demonstrations (as the dependent variable), education, income, and trust in parlia-
ment (as individual-level independent variables), and age and gender (as controls). 

1 Prior to 1989 data coverage is strongly skewed towards Western democracies, with 
little variation among the covered countries.
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Sub-national samples. Some cross-national survey projects provide data for sam-
ples that are representative for sub-national populations, e.g., for a given region 
of the country. For example, the International Social Survey Programme typically 
has separate samples for East and West Germany. In the SDR v.1 data, national 
surveys are defined at the lowest possible level giving preference to sub-national 
samples where available. These include: Bosnia-Herzegovina (separate samples 
for the Federation of Bosnia and Herzegovina and Republika Srpska), Belgium 
(Flanders and Wallonia), Germany (East and West Germany), the United Kingdom 
(Great Britain and Northern Ireland), and Israel (separate samples for the Jewish 
and Arab populations). Most frequently, both split-up samples are provided, so that 
the entire territory of the given country is covered. To use data from split sam-
ples in an analysis of individuals nested in countries, I calculate additional weights 
proportional to the split samples’ shares in the country’s population. Occasionally, 
however, only one of the split samples is available, for example Belgium-Flanders 
in ISSP/2004, or Great Britain (without Northern Ireland) in ISSP/2014 or WVS/5. 
These “orphaned” samples are dropped from the analysis for two reasons. First, 
because of the lack of comparable contextual data on the level of the sub-national 
units. Second, because including them would mean that, for example, respondents 
from Belgium-Flanders are sometimes considered part of Belgium and sometimes 
– part of Belgium-Flanders, depending on the survey project, which creates dif-
ficulties for modeling. After eliminating the “orphaned” samples and combining 
sub-national samples into whole-nation samples, I am left with 628 surveys.

Selection on the properties of survey questions: Participation in demonstra-
tions. The formulation of items that aim to capture political participation varies 
across projects, but they generally have the following form: Have you performed 
[action type] in the last [time period]?, where the time period ranges from “12 
months” or “1 year” through 2, 3, 4, 5, 8, and 10 years to questions without any 
time frame (SDHT, 2017, pp. 79–84). Logically, the probability of a positive answer 
depends, among other things, on the time length the questions ask about. For any 
individual, the probability of participating in a demonstration in the last 5 years is 
greater or equal to the probability of participating in a demonstration in the last 12 
months. This is why, when harmonizing data from different surveys, information 
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about the time span mentioned in the question must be recorded, and either used for 
the selection of data for analysis or accounted for when modeling the data2.

It is unclear how the probability of participating in demonstrations depends on 
the time span due to at least two complicating factors. First, opportunities to demon-
strate are not uniformly distributed in time. While occasional massive demonstra-
tion waves attract a substantial proportion of the population, there are also quieter 
times with fewer and less prominent events. Second, using retrospective questions 
introduces recall effects including temporal displacement, i.e. telescoping: respon-
dents tend to report events earlier or later than they actually happened (Gaskell, 
Wright, & O’Muircheartaigh, 2000; Janssen, Chessa, & Murre, 2006; Neter & 
Waksberg, 1964). Human memory errors, including telescoping, but also omissions 
and overreporting, are related to age and education, as well as to the length of the 
time period and the frequency and salience of events (Ayhan & Işiksal, 2004). It is 
also possible that accuracy in reporting participation by respondents varies across 
cultures (Bernard, Killworth, Kronenfeld, & Sailer, 1984).

Since explicit modeling of recall effects across countries and cultures, time, 
and survey mode, is outside of the scope of this work, I restrict the data to surveys 
where questions asked about participation in demonstrations are without a time 
frame. This formulation is the most frequent among surveys in the SDR data set 
(SDHT, 2017), which provides sufficient variation in key country-level independent 
and control variables (quality of democracy, economic development), as well as 
large (and global) country coverage. Survey questions asking about participation in 
demonstrations “ever” can be understood as capturing a respondent‘s opinion about 
the legitimacy and perceived efficacy of the given form of participation, instead of 
actual past behavior in a temporal sense. Perceived efficacy is considered one of 
the main explanations for collective action (cf., Klandermans & van Stekelenburg, 
2013, for a review), so this interpretation of the “ever” items is compatible with my 
theoretical framework.

Apart from the number of years in the question, items on participating in dem-
onstrations in the selected subset also differ with regard to one other feature identi-
fied as potentially influencing respondents‘ answers: whether the question about 
participation in demonstrations mentioned other forms of participation in addi-

2 The formulation in the original questions can also vary within the same project wave, 
but across countries. One example are questions V100-V103 in World Values Survey 
Wave 5, which ask about recent participation in four activities: petitions, boycotts, 
demonstrations, and “other”. According to the Master Questionnaire (WVS, 2005), the 
question is about participation in the last five years, but an analysis of country ques-
tionnaires reveals that in Hong Kong the question asked about the last 12 months, in 
Zambia about the last year. In Jordan there seems to be no indication of the time frame, 
and the question is missing from the questionnaire (and the data) from China, Colom-
bia, Egypt, Guatemala, Iran, Iraq, Italy, Spain, and New Zealand. With the exception of 
China, all the other eight surveys contained the variable on participation in demonstra-
tions “ever”. 



101 Kołczyńska: Micro- and Macro-level Determinants of Participation

tion to demonstrations. For example, the project Asia Europe Survey asked about 
attending a “a protest, march or demonstration” (Inoguchi, 2008, p. 17). Mentioning 
other forms of participation next to demonstrations in the same question could be 
expected to yield a higher share of positive answers compared to a similar question 
that asks only about participation in demonstrations (Kołczyńska & Slomczynski, 
2018), so surveys where questions about participation in demonstrations have this 
property are flagged with a control variable.

Non-unique records. Duplicate cases, or non-unique records, are a potential threat 
to data quality. In the SDR v.1 data set, the problem of duplicates was identified 
and analyzed by Slomczynski, Powałko, and Krauze (2017). Given the typical sur-
vey sample sizes and the number and types of survey items, encountering identical 
records can be considered a miracle or an error. Either way, they should be treated 
with suspicion. 

In the SDR v.1 data set non-unique records are marked with a flag. Since non-
unique records occur in the subset selected for analysis in this paper, I opted for the 
following strategy: surveys with more than five percent of duplicates are removed 
from the analysis, while in surveys with less than five percent of non-unique 
records, I drop all superfluous records following the recommendation of Sarracino 
and Mikucka (2017). The remaining subset consists of 332 national surveys.

Survey multiplets. Another issue that requires consideration are situations where 
more than one survey containing the necessary questions (after selecting the desired 
formulations) was carried out in the same country in the same year. Including them 
together in the models would increase the inequality in country coverage, and more 
frequently surveyed countries would weigh disproportionately on model estimates. 
To avoid this, from each country-year I selected only one sample with the largest 
proportion of cases without missing values on the variables of interest3. The result-
ing subset of the SDR data set used in the remainder of this paper includes data 
from 319 national surveys from five survey projects: editions 2004, 2006 and 2008 
of the Americas Barometer (Americas Barometer, 2012), Asia Europe Survey (Ino-
guchi, 2001), editions 2, 3, and 4 of the European Values Study (European Values 
Study, 2011), International Social Survey Programme edition 2004 (ISSP Research 
Group, 2012), and editions 2, 3, 4, and 5 of the World Values Survey (World Values 
Survey, 2009). The list of countries by project edition is presented in Appendix A.

Accounting for Methodological Variation Across Surveys
As already mentioned, there is considerable methodological variation across survey 
projects, as well as between national surveys within the same project, with regard 
to many aspects of the survey process, as well as with regard to the resulting survey 
quality. The goal is to identify factors that can potentially affect the distribution of 
the variables of interest.
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Item non-response. Item non-response, or the proportion of cases for which sub-
stantive responses for a given variable are not available, can be considered an indica-
tor of the quality of the survey item (Groves, 1989), because it captures two aspects 
of item quality: the ability of the given item to elicit responses from respondents, 
and the extent to which the variable represents the variation in the measured char-
acteristic in the population. To account for this, I include item non-response in the 
dependent variable as a control in the regression models.

Type of survey sample. All national surveys in SDR v.1 have samples coded on 
the basis of available documentation into seven categories: simple/stratified random 
sampling, multi-stage random sampling with individual register, multistage-ran-
dom sampling with address register, samples with a random route component, 
samples with a quota component, and samples with inadequate or missing sam-
pling descriptions. I include a control variable corresponding to the sample type to 
account for the possible systematic differences across national surveys relying on 
different types of samples.

Variables 

Trust in parliament
The question about trust in the national parliament is the most popular survey items 
on political trust (Kołczyńska & Slomczynski, 2018). The harmonized variable 
“trust in parliament” used in this study was constructed in two steps (SDHT, 2017, 
pp. 49–55). First, variables originally coded on a descending scale were reversed 
so that in all variables lower scores mean less trust and higher scores - more trust. 
Second, variables were transformed into the target 0-10 scale. This transformation 
assumed that for scales shorter than 11 points each source value was assigned the 
mean of the corresponding range of values on the target 0-10 scale. For example, if 
the original scale had five points, the lowest value corresponds to the range between 
0 and 2 on the 0-10 scale and was assigned the value of 1.

A control variable records the length of the original response scales in trust 
in parliament items in the source data, which in the case of the current analysis 
included questions with a 4-, 5-, and 7-point scales. Since the length of the original 
response scales influences the distribution of respondents’ answers, and especially 
the differences between odd- and even-numbered scales can have an effect on the 
comparability of responses to the trust item, this control variable is included in 
models.

Education
To measure education, I use the target variable “Education level” from the SDR 
data set, which is harmonized on the basis of source variables indicating respon-
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dents’ educational attainment in terms of levels (SDHT, 2017, pp. 26–31). I recoded 
the levels into years by assigning to every level of education the mean number of 
years of schooling as suggested by UNESCO (2013; see also Słomczyński et al., 
2016, pp. 181–182). 

The SDR data set contains a second measure of education – “Years of school-
ing” – harmonized independently from “Education level” on the basis of questions 
asking about the number of years of schooling completed by the respondent, or the 
respondent’s age at completion of education (SDHT, 2017, pp. 32–36). In surveys, in 
which “Education level” is not available, I used “Years of schooling” instead. Such 
cases are flagged with a control variable. 

I chose to rely on “Education level” as the primary source of information 
about respondent‘s education and use “Years of schooling” to fill in gaps, because 
“Years of schooling” was in many cases calculated from responses to questions 
asking about respondent‘s age of completion of (taken together with respondent‘s 
year of birth or age), which is sensitive to the effects of returning to school by adults 
and more prone to errors. 

Household income
The SDR data set does not contain any measure of individual economic status, 
so this variable was harmonized independently, in order to distinguish between 
the effects of economic status and of education (Kołczyńska & Powałko, 2019). 
The substantial variation in how the survey question about household income is asked 
(net or gross income, weekly, monthly, or annual income) and especially in how the 
responses are recorded (exact values, categories, quantiles) makes it hardly possible to 
harmonize household income in terms of assigning each respondent a monetary value 
in some common metric. Instead, the harmonized income variable was constructed 
by normalizing the original scale to the 0-100 range. Thus, the target variable “house-
hold income” captures the relative position of the respondent within the given national 
sample. It needs to be emphasized that this target variable does not allow for mean 
comparisons across samples.

Democracy
When looking at the whole spectrum of political regimes from autocracies to insti-
tutionalized democracies, the level of democracy may be treated as a less precise 
but appropriate indicator of the openness and responsiveness of the regime as well 
as of the probability of repression (Davenport & Armstrong, 2004). To measure 
democracy, I use Freedom House “Freedom in the World” ratings for Political 
Rights and Civil Liberties (Freedom House, 2016). The advantage of this indicator 
is its wide use in quantitative social science research, which lends credibility and 
offers global coverage. The Freedom House codes Political Rights and Civil Liber-
ties on a scale from 1 to 7, where 1 represents the most and 7 the least freedom. I 
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use a sum of these measures, reversed so that the resulting variable is an indicator 
of democracy, not of the lack of democracy. The final variable is coded from 0 to 
12, where 0 corresponds to the lowest, and 12 to the highest level of freedoms and 
liberties4.

Control variables
In order to avoid attributing the effect of economic conditions to democracy, I con-
trol for GDP per capita using data from the World Bank‘s World Development 
Indicators (WDI, 2017)5. I also control for age and gender, which are known to 
be associated with political participation. Descriptive statistics for all individual-, 
macro-level, and methodological variables in their original metrics are presented 
in Table 1.

Models 

To estimate the effects of micro- and macro-level factors, and their interactions, on 
reported participation in demonstrations, I estimate a series of three-level binary 
regression models, building up from the base model (Model 1) which takes the fol-
lowing form for individual i in country-year j in country k:

( ) 000 100 200  ijk ijk ijklogit participation education incomeγ γ γ= + + +

300 010 00 0 00ijk jk x jk ktrust democracy controls r uγ γ γ+ + + +

where 000γ  is the global intercept, 100γ , 200γ , and 300γ  are the coefficients for indi-
vidual-level education, income, and trust in parliament, respectively, 010γ  is the coef-
ficient for country-year-level democracy, and 00xγ  represents all coefficients for con-
trol variables at different levels, including substantive and methodological controls. 
Finally, 0 jkr  and 00ku  are the random intercept terms. 

Subsequent models each add an element of complexity. Model 2 adds a squared 
term for trust in parliament to test for quadratic effects of trust on participating 
in demonstrations. Models 3-5 include single cross-level interactions between the 
level of democracy and education, income, and trust in parliament, respectively. 

4 The Czech Republic and Slovakia prior to their split-up in 1993 are assigned ratings 
from Czechoslovakia. Serbia and Montenegro in 1996 and 2001, and Kosovo in 2008 
are assigned ratings from Yugoslavia for the respective years.

5 In rare cases when the value of GDP per capita was not available for the given country-
year, the value from the adjacent year is used. Data for Taiwan are not available in 
the World Bank, so instead values from the International Monetary Fund’s EconStats 
service are used: http://www.econstats.com/weo/CTWN.htm
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Model 6 includes all three interaction terms, and the final Model 7 adds the meth-
odological controls. In short, the models are built as follows:

Model 1: Base model;
Model 2: Model 1 + trust in parliament squared;
Model 3: Model 1 + education * democracy;
Model 4: Model 1 + income * democracy;
Model 5: Model 4 + trust in parliament * democracy + trust in parliament squared 

* democracy;
Model 6: Model 1 + education * democracy + income * democracy + trust in par-

liament squared + trust in parliament * democracy + trust in parliament squared 
* democracy;

Model 7: Model 6 + harmonization and methodological control variables.

In all analyses data are weighted with individual case weights provided in the 
source data sets and harmonized by SDR (SDHT, 2017, pp. 15–17). They are com-
bined with weights proportional to the populations of sub-national regions where 
split samples were merged into national samples. In the analyses, trust in parlia-
ment is group-mean centered around the mean of the country-year, to estimate 
the effects of the relative level of trust within the country-year. I also include the 
country-year mean that captures the variation between country-years (Enders & 
Tofighi, 2007). All continuous variables are standardized by subtracting the mean 
and dividing by two standard deviations to facilitate comparisons of the magnitude 
of the coefficients within the same model (Gelman, 2008). While the values of the 
coefficients cannot be compared across models because of differences in the scale 
factor in non-linear probability models, their directions and significance levels 
remain informative (Breen, Karlson, & Holm, 2018).

To estimate the models I used the glmer command in the lme4 package 
in R (Bates, et al., 2015), the ggeffects package (Lüdecke, 2018) to create the 
plots, and the stargazer package (Hlavac, 2018) for the tables. Multiple other R 
packages were used in the analysis: rio (Chan, Chan, Leeper, & Becker, 2018) to 
import and export data sets, tidyverse (Wickham, 2017) to clean and transform 
the data, janitor (Firke, 2019) to clean up variable names, fastDummies to 
recode categorical variables into sets of dummies (Kaplan, 2019), democracy-
Data (Marquez, 2018) and WDI (Arel-Bundock, 2019) to download democracy and 
economic indicators, and countrycode (Arel-Bundock, Enevoldsen, & Yetman, 
2018) to switch between country names and codes.
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Table 1 Descriptive statistics of all variables included in the analysis in their 
original metrics.

Variable name Mean /  
Proportion* Std. dev. Min Max

Individual-level variables (n = 356,874)
Participation in demonstrations 0.193 0 1
Trust in parliament 4.508 2.282 0.71 9.29
Trust in parliament (group mean centered) 0.001 2.097 -6.829 7.146
Education, years 10.587 4.363 0 18
Age, years 42.457 16.456 14 96
Female 0.512 0 1
Household income 38.722 27.165 0 100

Country-year-level variables (n = 319)
Freedom House, reversed 9.395 2.902 0 12
GDP per capita, 000 20.627 15.061 1.088 94.900
GDP per capita, ln 9.611 0.888 6.992 11.461
Trust in parliament, sample mean 4.506 0.879 2.144 8.179
Year 1989 2009

Methodological variables (n = 319)
Non-response on demonstrations 0.054 0.053 0.000 0.350
Question on demonstrations extended 0.160 0 1
Education filled with schooling years 0.213 0 1
Trust in parliament scale length

4 points 0.784 0 1
5 points 0.103 0 1
7 points 0.113 0 1

Sample type
No information 0.110 0 1
Insufficient information 0.232 0 1
Quota 0.313 0 1
Random route 0.154 0 1
Multistage address 0.078 0 1
Multistage individual 0.078 0 1
Single-stage 0.034 0 1

Survey project
Americas Barometer 0.113 0 1
Asia Europe Survey 0.047 0 1
European Values Study 0.317 0 1
International Social Survey Programme 0.103 0 1
World Values Survey 0.420 0 1

* Proportions in the case of binary variables.
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Results
Estimates of the conditional three-level models explaining individual participa-
tion in demonstrations are presented in Table 2. Model 1 is the baseline model 
with individual- and country-year-level covariates and controls, and random inter-
cepts for all covariates. According to the model estimates, individual education and 
household income on average have a positive effect on participating in demonstra-
tions, which is in line with the resource approach to explaining political participa-
tion. The standardized effect of education is about five times stronger than that of 
income, pointing to the role of non-economic resources in shaping participation 
decisions. The association between participation in demonstrations and the coun-
try‘s quality of democracy is also positive, in line with the expected role of political 
openness for political participation. The average linear effect of trust in parliament 
is weakly negative and not statistically significantly different from zero at the cus-
tomary 0.05 level.

Coefficients for the individual-level control variables also largely conform to 
prior findings: participation in demonstrations is higher among men and the asso-
ciation with age forms an inverse-U, where the predicted probability of participat-
ing increases with age, peaks around 50 years, and declines to its minimum levels 
in old age. After controlling for the quality of democracy, economic development 
(GDP per capita) is negatively associated with the probability of demonstrating, 
while the effect of mean trust in parliament is positive suggesting that countries 
where individuals on average have more trust in the parliament see higher levels of 
participation in demonstrations.

Model 2 includes the quadratic term of trust in parliament. The coefficient is 
positive and statistically significant at the conventional level. The predicted asso-
ciation between trust in parliament and participation in demonstrations is hence 
U-shaped, where individuals with the lowest and highest levels of trust in parlia-
ment have the highest probability of participating in demonstrations, while indi-
viduals with medium levels – the lowest probability. This is the opposite pattern 
to the inverted-U that Cichocka et al. (2017) have found with the World Values 
Survey with a different operationalization of participation that took into account 
more activities.

Models 3, 4, and 5 add cross-level interactions of education, income, and trust 
in parliament, respectively, with the level of democracy. The significance of the 
interaction term in non-linear probability models is not a proper test of the interac-
tion effect in terms of predicted probabilities (Mize, 2019), so the interactions are 
explored graphically below.

Model 6 includes all cross-level interactions – between individual education, 
income, and trust in parliament, and the country’s level of democracy. The patterns 
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of associations remain stable with regard to their directions and magnitudes com-
pared to Models 3, 4, and 5 with single interactions.

The final Model 7 adds methodological control variables of two types. The 
first are harmonization controls, which deal with variation in the design of original 
survey items: (a) an indicator for surveys where the original question about demon-
strations also asked about another form of participation apart from demonstrations 
(“Question on demonstrations extended”), (b) information about the length of the 
original response scale in the “trust in parliament” items, and (c) a flag indicat-
ing whether the education variable substitutes schooling years for education lev-
els. The second type includes other methodological controls: (a) the share of item 
non-response in the item about participation in demonstrations, and (b) the sample 
type employed in the given survey. While the coefficients for some of these con-
trols are substantial, they only minimally change the effects of the individual-level 
covariates or the cross-level interactions. At the same time coefficients of macro 
variables – the level of democracy, GDP per capita, and mean trust in parliament 
– are affected much more, even if for the first two variables the directions and 
significance levels of the coefficients remain unchanged. The effect of mean trust 
in parliament becomes not statistically significant after adding control variables 
related to the length of the original response scales, which changes the substantive 
interpretation of the results. These changes in coefficients for macro-level predic-
tors are not surprising given that harmonization controls and the sample type are 
measured on the level of the national survey corresponding to the country-year. As 
a result, including harmonization and quality controls will not likely change coef-
ficients for individual-level predictors, especially if they are group-mean centered, 
but might affect coefficients for macro-level predictors in ways that may be difficult 
to interpret in substantive terms.
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Predicted probabilities of participation in demonstrations illustrating the 
effects of individual education, income, and trust in parliament and their interac-
tions with the level of democracy, with other covariates held at their means or at 
base levels for factors, are presented in Figures 1, 2, and 3. Figure 1 shows how the 
positive effects of education increase with increasing levels of democracy, in line 
with Hypothesis 1a. In the least democratic countries (Freedom House score equal 
to 1 on the scale from 0 to 12), the difference between the predicted probability of 
participation in demonstrations for those with no education and those with second-
ary education (12 years of schooling) is less than 3 percentage points, while in the 
most democratic countries (Freedom House score of 12) the difference is around 13 
percentage points. Moving from secondary education (12 years) to tertiary educa-
tion (16 years) corresponds to a change in predicted probability of demonstrating 
by 10 percentage points in democratic countries and by one percentage point in the 
least democratic countries.

Figure 2 presents the association between participation in demonstrations and 
household income at different levels of democracy, and shows that the effect of 
income on participating in demonstrations is positive at all levels of democracy, 
and is stronger the higher the more democratic the country. Moving from the lowest 
income to the highest income in non-democratic countries increases the probabil-

 
Figure 1 Predicted probability of participation in demonstrations by education 

and democracy (based on Model 7).
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ity of participation by less than 5 percentage points, while in the most democratic 
countries the corresponding change is by around 8 percentage points. These results 
need to be taken with a grain of salt given how imperfect the harmonized measure 
of household income is. It is possible that the observed interaction effect is due to 
differences in the measurement of income between surveys, or in the distribution of 
income between less and more democratic countries. Even if real, the difference in 
the magnitude of the effect of income by level of democracy is far smaller than of 
the effects of education, and the support for Hypothesis 1b is weak at best.

The predicted levels of participation in demonstrations depending on trust 
in parliament and by levels of democracy are presented in Figure 3, showing the 
U-shaped association between the probability of demonstrating in non-democratic 
countries. In these countries, the highest predicted probability of participating in 
demonstrations is for individuals with the lowest levels of trust in parliament at 
0.13. Individuals with a medium-high level of trust in parliament have the low-
est predicted probability of demonstrating of 0.065. The predicted probability 
increases for individuals with the highest level of trust in parliament to almost 0.1. 
In democratic countries the association is much flatter, and the difference between 
the lowest and the highest predicted probability of demonstrating is less than 2 

 
Figure 2 Predicted probability of participation in demonstrations by levels of 

income and democracy (based on Model 7).
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percentage points. These results contradict the expectations stated in Hypotheses 
2 and 36.

 
Figure 3 Predicted probability of participation in demonstrations by levels of 

political trust and democracy (based on Model 7).

Conclusion
In this paper I analyzed individual and contextual determinants of participation 
in demonstrations with data from 100 countries between 1989 and 2009, using 
ex-post harmonized data from five international survey projects. Results provide 
mixed support for previous findings and point to new insights. First, the analysis 
reveals systematic variation in the effects of education on participation in dem-
onstrations: the effect of education on participation in demonstrations is positive 
and far stronger in democracies than in non-democracies. This might be because, 
while educated individuals are better at recognizing opportunities for meaningful 
participation and exploiting them, in non-democratic countries the awareness of 
limited chances for success might keep them from taking to the streets. Addition-
ally, educated individuals who engage in protests in non-democratic countries face 
comparatively higher risks of state repression than in democracies. At the same 
time, while the association between income and participation in demonstrations is 
also positive, the magnitude of the effect and its variation across levels of democ-
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racy are much weaker. These results confirm prior findings about the central role of 
education for political participation.

Further, I found that political trust is related to participation in demonstrations 
in a complex way: it is U-shaped, but the pattern is the strongest in the least demo-
cratic countries, and very weak in institutionalized democracies. If in non-democ-
racies both the least and the most trusting citizens demonstrate the most, are they 
participating in the same demonstrations? Perhaps the demonstrations attended 
by individuals who are distrustful of the political regime indeed constitute pro-
test, while in the case of individuals with high political trust in a non-democratic 
country, demonstrations could rather be in support of than against the state (cf. 
Hellmeier & Weidmann, 2019). Standard survey questions about participation in 
demonstrations do not distinguish between demonstrations for and demonstrations 
against the political system, and variation between countries might be exacerbated 
by linguistic differences in the meaning and connotations of the word “demonstra-
tion” or an alternative term used in the survey question. In general, verifying the 
validity of the assumption that participation in demonstrations, as measured in sur-
veys, is a form of protest, could explain some of the mixed findings in the empirical 
literature on this topic.

The second goal of the paper is to provide an illustration of how survey data 
harmonized ex-post can be used in a substantive analysis. The approach to ex-post 
harmonization proposed in the SDR project consists in unifying the coding of orig-
inal (source) variables that are identified as measuring the same concept by either 
mapping the original values onto a common coding scheme or by rescaling the 
responses to a common range, in addition to constructing auxiliary variables to 
record selected properties of the source variables. In this paper, I showed how the 
harmonized data created in the SDR approach can be applied to a concrete research 
problem.

Data from ex-post harmonization, such as performed in the SDR project, are 
not without limitations. First, while the SDR data set increases country coverage 
through harmonization of survey data from different cross-national surveys, the 
inequality in country coverage persists, and the time series for less developed coun-
tries remain short and sparse, especially after selecting a subset of the data set 
with the necessary harmonized variables. Second, the harmonization of variables 
requires that survey projects include the same or very similar questions. As a con-
sequence, analyses are limited by the number of available harmonized variables 
enabling the estimation of fairly modest models. Such models can identify only 
broad patterns of associations for further examination with richer data sets.

Third, the process of harmonization as employed in the SDR project entails 
information loss and may introduce bias when response categories are collapsed, or 
when original responses measured with ordinal rating scales are treated as continu-
ous and rescaled. Overall, ex-post harmonization introduces harmonization error 
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with unknown properties. The SDR framework aims to mitigate this by construct-
ing control variables that are supposed to capture the aspects of question design 
that are lost in the process of standardization as well as the methodological and 
quality variation between the different surveys, but the extent to which this is suc-
cessful is yet to be adequately examined. As this paper shows, analyses focusing 
on individual-level predictors or cross-level interactions yield stable results whether 
or not methodological and quality controls are applied. At the same time caution 
is advised when analyzing the effects of macro-level variables, as they can be cor-
related with the methodological and quality controls in spurious ways, which would 
have an effect on model coefficients, and could result in interpreting data artifacts 
in substantive terms.

The more general question is how to balance the costs and benefits of harmo-
nizing survey data that were not a priori intended for joint analysis. On the one 
hand, research in cross-cultural survey methodology has led to the development of 
standards and guidelines that greatly improve the comparability of cross-national 
survey data and has demonstrated how disregarding these standards during the sur-
vey process may hurt the comparability of the resulting data (Survey Research Cen-
ter, 2016). This research is focused on improving future data collection efforts, and 
implicitly questions the value of cross-national data sets constructed from surveys 
that were collected without careful ex-ante considerations of comparability at all 
stages of the survey process. On the other hand, surveys carried out over the last 
several decades in many countries worldwide are valuable as historical evidence, 
and researchers may be tempted to harmonize all of them together regardless of 
their known or suspected limitations. 

In the middle ground between the extreme positions of dismissing any ex-
post harmonization and combining all surveys regardless of their quality, there 
seem to be two main questions. The first pertains to the minimum standards for 
including a survey data set in a comparative analysis, with the discussion likely 
organized around issues related to the quality of the sample and of the measure-
ment. The second question deals with methods of modeling survey data stemming 
from ex-post harmonization, and limitations to the types of statistical analyses that 
can be performed with such data. Efforts aimed at formulating recommendations 
in response to both questions would benefit from a comprehensive framework to 
evaluate survey quality. The quality assessment approach in the SDR project con-
structed quality indicators in three dimensions: quality of data, quality of docu-
mentation, and correspondence between the data and the documentation (Slom-
czynski & Tomescu-Dubrow, 2018). Others have attempted to assess the quality of 
survey samples on the basis of internal and external criteria of representativeness 
(Jabkowski & Cichocki, 2019; Kohler, 2007; Kołczyńska, Cichocki, & Jabkowski, 
2019). While promising, these attempts face limitations related to the data and doc-
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umentation, and further work is also needed in the area of measurement equiva-
lence with survey data harmonized ex-post.

Finally, while debating the limitations of ex-post survey harmonization, it is 
worth remembering that many of the same challenges apply – although arguably to 
a lesser extent – to data within a single cross-national survey project, which goes 
largely unaddressed in empirical studies. Cross-national survey projects often col-
lect data following different protocols in different countries, and these protocols 
change from edition to edition. Other aspects of survey quality, including documen-
tation standards and survey outcome rates, also vary – within the same project – 
across countries and change over time (Jabkowski, 2018; Kołczyńska & Slomczyn-
ski, 2018; Oleksiyenko, Wysmułek, & Vangeli, 2018). Further, variables available in 
single cross-national survey data sets also face limitations with regard to their com-
parability and interpretability (Donnelly & Pop-Eleches, 2018), and survey projects 
themselves often ex-post harmonize the coding of socio-demographic variables, a 
process prone to errors. 

The discussion about the consequences of combining survey data collected 
following different standards and procedures, and about minimum thresholds for 
data quality, is thus not limited to ex-post harmonized data from different projects, 
but also applies to analyses of data from single cross-national survey projects. Ulti-
mately, it is up to the researcher to decide which surveys are of sufficiently high 
quality to be included in the analysis. Since most researchers are secondary data 
users, the availability and high information content of survey documentation is of 
utmost importance in this process.

References
Aars, J., & Strømsnes, K. (2007). Contacting as a Channel of Political Involvement: Collec-

tively Motivated Individually Enacted. West European Politics, 30(1), 93–120. https://
doi.org/10.1080/01402380601019704

Americas Barometer. (2012). Americas Barometer Merged 2004-2012 Rev 1.5. Latin Amer-
ican Public Opinion Project. Retrieved from www.LapopSurveys.org

Arel-Bundock, V. (2019). WDI: World Development Indicators (World Bank). Retrieved 
from https://cran.r-project.org/package=WDI

Arel-Bundock, V., Enevoldsen, N., & Yetman, C. J. (2018). countrycode: An R package to 
convert country names and country codes. Journal of Open Source Software, 3(28), 
848. Retrieved from https://doi.org/10.21105/joss.00848

Ayhan, H. Ö., & Işiksal, S. (2004). Memory recall errors in retrospective surveys: A reverse 
record check study. Quality and Quantity, 38(5), 475–493. https://doi.org/10.1007/
s11135-005-2643-7

Bates, D., Mächler, M., Bolker, B., & Walker, S. (2015). Fitting Linear Mixed-Effects Mod-
els Using lme4. Journal of Statistical Software, 67(1), 1–48. https://doi.org/10.18637/
jss.v067.i01



methods, data, analyses | Vol. 14(1), 2020, pp. 91-126 118 

Berinsky, A. J. (2002). Silent Voices: Social Welfare Policy Opinions and Political Equality 
in America. American Journal of Political Science, 46(2), 276.

Bernard, H. R., Killworth, P., Kronenfeld, D., & Sailer, L. (1984). The Problem of Informant 
Accuracy: The Validity of Retrospective Data. Annual Review of Anthropology, 13(1), 
495–517. https://doi.org/10.1146/annurev.an.13.100184.002431

Botero, J., Ponce, A., & Shleifer, A. (2012). Education and the Quality of Government. NBER 
Working Paper Series, (18119). Retrieved from http://www.nber.org/papers/w18119

Brady, H. E., Verba, S., & Schlozman, K. L. (1995). Beyond SES: A Resource Model of 
Political Participation. American Political Science Review, 89(2), 271–294. https://doi.
org/10.2307/2082425

Braun, D., & Hutter, S. (2016). Political trust, extra-representational participation and the 
openness of political systems. International Political Science Review, 37(2), 151–165. 
https://doi.org/10.1177/0192512114559108

Breen, R., Karlson, K. B., & Holm, A. (2018). Interpreting and Understanding Logits, Pro-
bits, and Other NonLinear Probability Models. Annual Review of Sociology, 44(1), 
39–54. https://doi.org/10.1146/annurev-soc-073117-041429

Ceci, S. J. (1991). How Much Does Schooling Influence General Intelligence and Its Cogni-
tive Components? A Reassessment of the Evidence. Developmental Psychology, 27(5), 
703–722.

Chan, C., Chan, G. C. H., Leeper, T. J., & Becker, J. (2018). rio: A Swiss-army knife for data 
file I/O. Retrieved from https://cloud.r-project.org/web/packages/rio/index.html

Cichocka, A., Górska, P., Jost, J. T., Sutton, R. M., & Bilewicz, M. (2017). What Inverted U 
Can Do for Your Country: A Curvilinear Relationship Between Confidence in the So-
cial System and Political Engagement. Journal of Personality and Social Psychology. 
https://doi.org/10.1037/pspp0000168

Citrin, J. (1974). Comment: The Political Relevance of Trust in Government. American Po-
litical Science Review, 68(3), 973–988. https://doi.org/10.2307/1959141

Dalton, R. J., Van Sickle, A., & Weldon, S. (2010). The individual-institutional nexus of 
protest behaviour. British Journal of Political Science, 40(1), 51–73. https://doi.
org/10.1017/S000712340999038X

Davenport, C., & Armstrong, D. A. (2004). Democracy and the Violation of Human Rights: 
A Statistical Analysis from 1976 to 1996. American Journal of Political Science, 48(3), 
538–554. https://doi.org/10.1111/j.0092-5853.2004.00086.x

Donnelly, M. J., & Pop-Eleches, G. (2018). Income Measures in Cross-National Surveys: 
Problems and Solutions. Political Science Research and Methods, 6(2), 355–363. 
https://doi.org/10.1017/psrm.2016.40

Dubrow, J. K., Slomczynski, K. M., & Tomescu-Dubrow, I. (2008). Effects of Democracy 
and Inequality on Soft Political Protest in Europe: Exploring the European Social Sur-
vey Data. International Journal of Sociology, 38(3), 36–51. https://doi.org/10.2753/
IJS0020-7659380302

Eckstein, H., & Gurr, T. R. (1975). Patterns of Authority: A Structural Basis for Political 
Inquiry. New York: Wiley.

Enders, C. K., & Tofighi, D. (2007). Centering Predictor Variables in Cross-Sectional Mul-
tilevel Models: A New Look at an Old Issue. Psychological Methods, 12(2), 121–138. 
https://doi.org/10.1037/1082-989X.12.2.121



119 Kołczyńska: Micro- and Macro-level Determinants of Participation

European Values Study. (2011). European Values Study Longitudinal Data File 1981-2008 
(EVS 1981-2008). ZA4804 Data file Version 2.0.0. Cologne: GESIS Data Archive. htt-
ps://doi.org/10.4232/1.11005

Firke, S. (2019). janitor: Simple Tools for Examining and Cleaning Dirty Data. Retrieved 
from https://cran.r-project.org/package=janitor

Freedom House. (2016). Freedom in the World, 1973-2016. Retrieved from https://freedom-
house.org/report-types/freedom-world

Gabriel, O. W. (2017). Participation and Political Trust. In S. Zmerli & T. van der Meer 
(Eds.), Handbook on Political Trust (pp. 228–241). Cheltenham and Northampton: Ed-
ward Elgar Publishing.

Gaskell, G. D., Wright, D. B., & O’Muircheartaigh, C. A. (2000). Telescoping of Landmark 
Events: Implications For Survey Research. Public Opinion Quarterly, 64, 77–89.

Gelman, A. (2008). Scaling regression inputs by dividing by two standard deviations. Stati-
stics in Medicine, 27(15), 2865–2873. https://doi.org/10.1002/sim.3107

Granda, P., Wolf, C., & Hadorn, R. (2010, May 5). Harmonizing Survey Data. Survey Me-
thods in Multinational, Multiregional, and Multicultural Contexts. https://doi.org/
doi:10.1002/9780470609927.ch17

Groves, R. M. (1989). Survey Errors and Survey Costs. New York: Wiley.
Hellmeier, S., & Weidmann, N. B. (2019). Pulling the Strings? The Strategic Use of Pro-

Government Mobilization in Authoritarian Regimes. Comparative Political Studies, 
On-line first. https://doi.org/10.1177/0010414019843559

Henrich, J., Heine, S. J., & Norenzayan, A. (2010). The weirdest people in the world? Behavi-
oral and Brain Sciences, 33(2–3), 61–83. https://doi.org/10.1017/S0140525X0999152X

Hlavac, M. (2018). stargazer: Well-Formatted Regression and Summary Statistics Tables. 
Bratislava, Slovakia. Retrieved from https://cran.r-project.org/package=stargazer

Inoguchi, T. (2001). Asia Europe Survey (ASES): A Multinational Comparative Study in 
18 Countries. Ann Arbor, MI: Inter-university Consortium for Political and Social Re-
search. https://doi.org/10.3886/ICPSR22324.v1

Inoguchi, T. (2008). Asia Europe Survey (ASES): A Multinational Comparative Study in 
18 Countries, 2001. Codebook. Inter-university Consortium of Political and Social Re-
search. https://doi.org/10.3886/ICPSR22324.v1

ISSP Research Group. (2012). International Social Survey Programme: Citizenship - ISSP 
2004. GESIS Data Archive, Cologne. ZA3950 Data file Version 1.3.0. https://doi.
org/10.4232/1.11372

Jabkowski, P. (2018). Surveys Quality Assessment Database (SQAD). Retrieved from htt-
ps://www.researchgate.net/project/Surveys-Quality-Assessment-Database-SQAD

Jabkowski, P., & Cichocki, P. (2019). Within-household selection of target-respondents im-
pairs demographic representativeness of probabilistic samples: evidence from seven 
rounds of the European Social Survey. Survey Research Methods, 13(2), 167–180. htt-
ps://doi.org/10.18148/srm/2019.v13i2.7383

Janssen, S. M. J., Chessa, A. G., & Murre, J. M. J. (2006). Memory for time: How people 
date events. Memory & Cognition, 34(1), 138–147. https://doi.org/10.3758/BF03193393

Kaase, M. (1999). Interpersonal trust, political trust and non-institutionalised political 
participation in Western Europe. West European Politics, 22(3), 1–21. https://doi.
org/10.1080/01402389908425313

Kaplan, J. (2019). fastDummies: Fast Creation of Dummy (Binary) Columns and Rows from 
Categorical Variables. Retrieved from https://cran.r-project.org/package=fastDummies



methods, data, analyses | Vol. 14(1), 2020, pp. 91-126 120 

Kerbo, H. R. (1982). Movements of “Crisis” and Movements of “Affluence.” Journal of Con-
flict Resolution, 26(4), 645–663. https://doi.org/10.1177/0022002782026004004

Kitschelt, H. P. (1986). Political Opportunity Structures and Political Protest: Anti-Nuclear 
Movements in Four Democracies. British Journal of Political Science, 16(1), 57–85. 
https://doi.org/10.1017/S000712340000380X

Klandermans, B., van der Toorn, J., & van Stekelenburg, J. (2008). Embeddedness and Iden-
tity: How Immigrants Turn Grievances into Action. American Sociological Review, 
73(6), 992–1012. https://doi.org/10.1177/000312240807300606

Klandermans, B., & van Stekelenburg, J. (2013). Social Movements and the Dynamics 
of Collective Action. (L. Huddy, D. O. Sears, & J. S. Levy, Eds.), The Oxford Hand-
book of Political Psychology. Oxford University Press. https://doi.org/10.1093/oxford-
hb/9780199760107.013.0024

Kohler, U. (2007). Surveys from inside: An assessment of unit nonresponse bias with inter-
nal criteria. Survey Research Methods, 1(2), 55–67. https://doi.org/10.18148/srm/2007.
v1i2.75

Kołczyńska, M. (2014). Representation of Southeast European Countries in International 
Survey Projects: Assessing Data Quality. Ask: Research and Methods, 23(1), 57–78.

Kołczyńska, M., Cichocki, P., & Jabkowski, P. (2019). Quality evaluation of survey samples 
on the basis of external and internal criteria of representativeness. Evidence based on 
1721 surveys from major cross-country projects. 8th Conference of the European Sur-
vey Research Association, Zagreb, 19 July 2019.

Kołczyńska, M., & Powałko, P. (2019). Harmonized Income Dataset. Harvard Dataverse, 
V1, UNF:6:nFDl873ADY9y1j8Sia3bVA== [fileUNF]. Retrieved from https://doi.
org/10.7910/DVN/UE7XIJ

Kołczyńska, M., & Slomczynski, K. M. (2018). Item Metadata as Controls for Ex Post Har-
monization of International Survey Projects. In T. P. Johnson, B.-E. Pennell, I. A. L. 
Stoop, & B. Dorer (Eds.), Advances in Comparative Survey Methods: Multinational, 
Multiregional, and Multicultural Contexts (3MC) (pp. 1011–1034). Wiley.

Loose, K., & Jae, D. H.-S. (2011). Explaining Unequal Participation: The Differential Ef-
fects of Winter Weather on Voter Turnout. Massachusetts Institute of Technology Po-
litical Science Department. Working Paper, (No. 2011‐13). Retrieved from https://ssrn.
com/abstract=1802736

Lüdecke, D. (2018). ggeffects: Tidy Data Frames of Marginal Effects from Regression Mod-
els. Journal of Open Source Software, 3(26), 772. https://doi.org/10.21105/joss.00772

Marien, S., & Christensen, H. S. (2013). Trust and Openness: Prerequisites for Democratic 
Engagement? In K. N. Demetriou (Ed.), Democracy in Transition (pp. 109–134). Ber-
lin, Heidelberg: Springer Berlin Heidelberg. https://doi.org/10.1007/978-3-642-30068-
4_7

Marien, S., & Hooghe, M. (2011). Does political trust matter? An empirical investigation into 
the relation between political trust and support for law compliance. European Journal 
of Political Research, 50(2), 267–291. https://doi.org/10.1111/j.1475-6765.2010.01930.x

Marks, G. N. (2013). Education, Social Background and Cognitive Ability: The Decline of 
the Social. New York: Routledge.

Marquez, X. (2018). democracyData: Access and manipulate most standard scholarly mea-
sures of democracy. Retrieved from https://github.com/xmarquez/democracyData

Marsh, A., & Kaase, M. (1979). Background of political action. In S. H. Barnes & M. Kaase 
(Eds.), Political action. Mass participation in five western democracies (pp. 97–136). 
Beverly Hills: Sage.



121 Kołczyńska: Micro- and Macro-level Determinants of Participation

Milanovic, B. (2014). Description of All The Ginis Dataset. World Bank, Research Depart-
ment. Retrieved from http://pubdocs.worldbank.org/en/728601472744842249/Descrip-
tion-of-AllGinis-Oct2014.pdf

Mize, T. (2019). Best Practices for Estimating, Interpreting, and Presenting Nonlinear Inter-
action Effects. Sociological Science, 6, 81–117. https://doi.org/10.15195/v6.a4

Muller, E. N., Jukam, T. O., & Seligson, M. A. (1982). Diffuse Political Support and An-
tisystem Political Behavior: A Comparative Analysis. American Journal of Political 
Science, 26(2), 240–264. https://doi.org/10.2307/2111038

Neter, J., & Waksberg, J. (1964). A Study of Response Errors in Expenditures Data from 
Household Interviews. Journal of the American Statistical Association, 59(305), 18–
55. https://doi.org/10.1080/01621459.1964.10480699

Newton, K., & Montero, J. R. (2007). Patterns of Political and Social Participation in 
Europe. In R. Jowell, C. Roberts, R. Fitzgerald, & G. Eva (Eds.), Measuring Atti-
tudes Cross-Nationally (pp. 204–237). London: SAGE Publications, Ltd. https://doi.
org/10.4135/9781849209458.n10

Oleksiyenko, O., Wysmułek, I., & Vangeli, A. (2018). Identification of Processing Errors in 
Cross‐national Surveys. In Timothy P. Johnson, B.-E. Pennell, I. A. L. Stoop, & B. Dor-
er (Eds.), Advances in Comparative Survey Methods: Multinational, Multiregional, 
and Multicultural Contexts (3MC) (pp. 985–1010). Wiley.

Putnam, R. (2000). Bowling Alone: The Collapse and Revival of American Community. 
New York: Simon & Schuster.

Quaranta, M. (2015). Political Protest in Western Europe. Cham: Springer International 
Publishing. https://doi.org/10.1007/978-3-319-22162-5

Sarracino, F., & Mikucka, M. (2017). Bias and effiency loss in regression estimates due to 
duplicated observations: a Monte Carlo simulation. Survey Research Methods, 11(1), 
17–44. https://doi.org/10.18148/srm/2017.v11i1.7149

SDHT (Survey Data Harmonization Team). (2017). Master file documentation. SDR Master 
Box Version 1. https://doi.org/10.7910/DVN/VWGF5Q

Slomczynski, K. M., Jenkins, J. C., Tomescu-Dubrow, I., Kołczyńska, M., Wysmułek, I., 
Oleksiyenko, O., Powałko, P., Zieliński, M. W. (2017). SDR Master Box. Harvard Data-
verse, V1, UNF:6:HIWud4wueVRsU8wTN+lySg== [fileUNF]. https://doi.org/10.7910/
DVN/VWGF5Q

Slomczynski, K. M., Powałko, P., & Krauze, T. (2017). Non-unique Records in Interna-
tional Survey Projects: The Need for Extending Data Quality Control. Survey Research 
Methods, 11(1), 1–16. https://doi.org/10.18148/srm/2017.v11i1.6557

Slomczynski, K. M., & Tomescu-Dubrow, I. (2006). Representation of Post-Communist Eu-
ropean Countries in Cross-National Public Opinion Surveys. Problems of Post-Com-
munism, 53(4), 42–52.

Slomczynski, K. M., & Tomescu-Dubrow, I. (2018). Basic Principles of Survey Data Recy-
cling. In T. P. Johnson, B.-E. Pennell, I. A. L. Stoop, & B. Dorer (Eds.), Advances in 
Comparative Survey Methods: Multinational, Multiregional, and Multicultural Con-
texts (3MC) (pp. 937–962). Wiley. https://doi.org/10.1002/9781118884997.ch43

Słomczyński, K. M., Tomescu-Dubrow, I., & Jenkins, J. C. (2016). Democratic Values and 
Protest Behavior. Harmonization of Data from International Survey Projects. War-
saw: IFiS Publishers.

Survey Research Center. (2016). Guidelines for best practice in cross-cultural surveys. Ann 
Arbor, MI: Survey Research Center, Institute for Social Research, University of Michi-
gan. Retrieved from http://www.ccsg.isr.umich.edu/



methods, data, analyses | Vol. 14(1), 2020, pp. 91-126 122 

Tarrow, S. (2011). Power in Movement. Social Movements and Contentious Politics, 3rd edi-
tion. Cambridge: Cambridge University Press.

UNESCO (United Nations Educational, Scientific and Cultural Organization). (2013). UIS 
Methodology for Estimation of Mean Years of Schooling. New Haven: Yale University 
Press. Retrieved from http://uis.unesco.org/sites/default/files/documents/uis-methodol-
ogy-for-estimation-of-mean-years-of-schooling-2013-en_0.pdf

van Stekelenburg, J., & Klandermans, B. (2013). The social psychology of protest. Current 
Sociology, 61(5–6), 886–905. https://doi.org/10.1177/0011392113479314

Verba, S., Schlozman, K. L., & Brady, H. E. (1995). Voice and Equality: Civic Voluntarism 
in American Politics. Cambridge: Harvard University Press.

Wickham, H. (2017). tidyverse: Easily Install and Load the “Tidyverse.” Retrieved from 
https://cran.r-project.org/package=tidyverse

Wilkes, R. (2004). First Nation politics: Deprivation, resources, and participation in col-
lective action. Sociological Inquiry, 74(4), 570–589. https://doi.org/10.1111/j.1475-
682X.2004.00105.x

Winship, C., & Korenman, S. D. (1997). Does Staying in School Make You Smarter?. In B. 
Devlin, S. E. Fienberg, D. P. Resnick, & K. Roeder (Eds.), Intelligence, Genes and Suc-
cess: Scientists Respond to the Bell Curve (pp. 215–234). New York: Springer-Verlag.

Wolf, C., Schneider, S. L., Behr, D., & Joye, D. (2016). Harmonizing Survey Questions Be-
tween Cultures and Over Time. In The SAGE Handbook of Survey Methodology (pp. 
502–524). SAGE. https://doi.org/10.4135/9781473957893

World Development Indicators. (2019). GDP per capita, PPP (constant 2011 international 
$). Retrieved June 19, 2019, from http://data.worldbank.org/indicator/NY.GDP.PCAP.
PP.KD

World Values Survey. (2005). World Values Survey: Round Five (2005-2009) Questionnaire 
Root Version. Retrieved from www.worldvaluessurvey.org

World Values Survey. (2009). World Values Survey 1981-2008 Longitudinal Aggregate 
v.20090914. Madrid: World Values Survey Association. Aggregate File Producer: JD-
Systems, Madrid, Spain. Retrieved from www.worldvaluessurvey.org



123 Kołczyńska: Micro- and Macro-level Determinants of Participation

A
pp

en
di

ce
s

A
pp

en
di

x 
A

.  
Li

st
 o

f c
ou

nt
ri

es
, p

ro
je

ct
 a

nd
 e

di
tio

ns
 in

cl
ud

ed
 in

 th
e 

fin
al

 a
na

ly
sis

.

Pr
oj

ec
t E

di
tio

n
W

V
S 

2
EV

S 
2

W
V

S 
3

EV
S 

3
A

SE
S

W
V

S 
4

A
M

B
 

20
04

IS
SP

 
20

04
A

M
B

 
20

06
W

V
S 

5
A

M
B

 
20

08
EV

S 
4

C
ou

nt
ry

A
lb

an
ia

19
98

20
02

20
08

A
lg

er
ia

20
02

A
rg

en
tin

a
19

91
19

95
19

99
A

rm
en

ia
19

97
20

08
A

us
tra

lia
19

95
20

05
A

us
tr

ia
19

90
19

99
20

04
20

08
A

ze
rb

ai
ja

n
19

97
20

08
Ba

ng
la

de
sh

19
96

20
02

B
el

ar
us

19
90

19
96

20
00

20
08

B
el

gi
um

19
90

19
99

20
09

B
el

iz
e

20
08

Bo
liv

ia
20

04
20

06
Bo

sn
ia

-H
er

ze
go

vi
na

19
98

20
01

20
08

Br
az

il
19

91
20

06
20

08
Bu

lg
ar

ia
19

91
19

97
19

99
20

05
20

06
20

08
Bu

rk
in

a 
Fa

so
20

07
C

an
ad

a
19

90
20

00
20

04
20

06
20

07
C

hi
le

19
90

19
96

20
00

20
05

20
06

C
ol

om
bi

a
19

97
20

04
20

06
20

05
20

08
C

os
ta

 R
ic

a
20

04
20

06
20

08



methods, data, analyses | Vol. 14(1), 2020, pp. 91-126 124 

Pr
oj

ec
t E

di
tio

n
W

V
S 

2
EV

S 
2

W
V

S 
3

EV
S 

3
A

SE
S

W
V

S 
4

A
M

B
 

20
04

IS
SP

 
20

04
A

M
B

 
20

06
W

V
S 

5
A

M
B

 
20

08
EV

S 
4

C
ro

at
ia

19
99

20
08

C
yp

ru
s

20
04

20
06

20
08

Cz
ec

hi
a

19
90

19
91

19
98

19
99

20
04

20
08

D
en

m
ar

k
19

90
19

99
20

05
20

08
D

om
in

ic
an

 R
ep

ub
lic

19
96

20
06

Ec
ua

do
r

20
06

Eg
yp

t
20

00
El

 S
al

va
do

r
19

99
20

04
20

06
Es

to
ni

a
19

96
19

99
20

08
Fi

nl
an

d
19

90
19

96
20

00
20

04
20

05
20

09
Fr

an
ce

19
90

19
99

20
00

20
04

20
06

20
08

G
eo

rg
ia

19
96

20
09

20
08

G
er

m
an

y
19

90
19

97
19

99
20

00
20

04
20

06
20

08
G

ha
na

20
07

G
re

ec
e

19
99

20
00

20
08

G
ua

te
m

al
a

20
04

20
06

20
05

20
08

G
uy

an
a

20
06

H
ai

ti
20

06
H

on
du

ra
s

20
04

20
06

H
un

ga
ry

19
91

19
99

20
04

20
08

Ic
el

an
d

19
90

19
99

20
09

In
di

a
19

90
19

95
20

01
20

06
In

do
ne

sia
20

00
20

01
20

06
Ir

el
an

d
19

90
19

99
20

00
20

03
20

08
Is

ra
el

20
05

Ita
ly

19
90

19
99

20
00

20
05

20
09

Ja
m

ai
ca

20
06



125 Kołczyńska: Micro- and Macro-level Determinants of Participation

Pr
oj

ec
t E

di
tio

n
W

V
S 

2
EV

S 
2

W
V

S 
3

EV
S 

3
A

SE
S

W
V

S 
4

A
M

B
 

20
04

IS
SP

 
20

04
A

M
B

 
20

06
W

V
S 

5
A

M
B

 
20

08
EV

S 
4

Ja
pa

n
19

90
19

95
20

00
20

04
20

05
Jo

rd
an

20
01

K
os

ov
o

20
08

Ky
rg

yz
st

an
20

03
La

tv
ia

19
96

19
99

20
04

20
08

Li
th

ua
ni

a
19

97
19

99
20

08
Lu

xe
m

bo
ur

g
19

99
20

08
M

ac
ed

on
ia

19
98

20
01

20
08

M
al

ay
sia

20
00

20
06

M
al

i
20

07
M

al
ta

19
91

19
99

20
08

M
ex

ic
o

19
90

20
00

20
04

20
06

20
05

20
08

M
ol

do
va

19
96

20
02

20
06

20
08

M
on

te
ne

gr
o

19
96

20
01

20
08

M
or

oc
co

20
01

20
07

N
et

he
rla

nd
s

19
90

19
99

20
05

20
06

20
08

N
ew

 Z
ea

la
nd

19
98

20
04

N
ic

ar
ag

ua
20

04
20

06
N

ig
er

ia
19

90
19

95
20

00
N

or
w

ay
19

90
19

96
20

04
20

07
20

08
Pa

ki
st

an
20

01
Pa

na
m

a
20

04
20

06
Pe

ru
19

96
20

01
20

06
20

08
Ph

ili
pp

in
es

20
00

20
01

20
04

Po
la

nd
19

89
19

90
19

97
19

99
20

05
20

08
Po

rt
ug

al
19

90
19

99
20

00
20

04
20

08
Pu

er
to

 R
ic

o
19

95
20

01



methods, data, analyses | Vol. 14(1), 2020, pp. 91-126 126 

Pr
oj

ec
t E

di
tio

n
W

V
S 

2
EV

S 
2

W
V

S 
3

EV
S 

3
A

SE
S

W
V

S 
4

A
M

B
 

20
04

IS
SP

 
20

04
A

M
B

 
20

06
W

V
S 

5
A

M
B

 
20

08
EV

S 
4

Ro
m

an
ia

19
98

19
99

20
05

20
08

Ru
ss

ia
19

90
19

95
19

99
20

05
20

06
20

08
Rw

an
da

20
07

Se
rb

ia
19

96
20

01
20

06
20

08
Si

ng
ap

or
e

20
00

Sl
ov

ak
ia

19
90

19
91

19
98

19
99

20
05

20
08

Sl
ov

en
ia

19
92

19
99

20
03

20
05

20
08

So
ut

h 
A

fr
ic

a
19

90
19

96
20

01
20

04
20

06
So

ut
h 

K
or

ea
19

90
19

96
20

00
20

01
20

04
Sp

ai
n

19
90

19
95

19
99

20
00

20
04

20
07

20
08

Sw
ed

en
19

90
19

96
19

99
20

00
20

04
20

06
20

09
Sw

itz
er

la
nd

19
96

20
05

20
07

20
08

Ta
iw

an
19

94
20

00
20

04
20

06
Ta

nz
an

ia
20

01
Th

ai
la

nd
20

00
20

07
Tr

in
id

ad
 &

 T
ob

ag
o

20
06

Tu
rk

ey
19

90
19

96
20

01
20

07
20

09
U

ga
nd

a
20

01
U

kr
ai

ne
19

96
19

99
20

06
20

08
U

ni
te

d 
K

in
gd

om
19

90
19

99
20

09
U

ni
te

d 
St

at
es

19
90

19
95

19
99

20
04

20
06

U
ru

gu
ay

19
96

20
04

20
07

20
06

Ve
ne

zu
el

a
19

96
20

00
20

04
20

07
V

ie
tn

am
20

01
20

06
Za

m
bi

a
20

07
Zi

m
ba

bw
e

20
01



DOI: 10.12758/mda.2020.02methods, data, analyses | Vol. 14(1), 2020, pp. 127-154

The Socio-demographic Structure of the 
First Wave of the TwinLife Panel Study:  
A Comparison with the Microcensus

Volker Lang & Anita Kottwitz
Bielefeld University

Abstract
The TwinLife panel is the first longitudinal study of twin families in Germany based on 
a national probability sample. TwinLife has been developed to facilitate genetic sensitive 
research on social inequalities. The aim of this paper is to assess the usability of the Twin-
Life sample for such research. Therefore, first, we analyze if the social background of twins 
living in Germany is adequately represented in the TwinLife sample; and second, we also 
investigate if there are socio-demographic differences between twin and other multiple-
child households in Germany which would restrict the generalizability of findings based on 
the TwinLife study. Specifically, we compare the distributions of key socio-demographic 
indicators in TwinLife with the German Microcensus using a proxy-twin and a multiple-
child household sample. Our analyses show that the TwinLife sample covers the full distri-
butions of core social inequality indicators including the lower and upper bounds, enabling 
researchers to use TwinLife for detailed studies of the gene-environment interplay. Fur-
thermore, we demonstrate that (proxy-)twin and other multiple-child households in Germa-
ny are similar regarding most socio-demographic indicators. However, our analyses also 
indicate that participation in the first wave of the TwinLife panel was slightly selective with 
respect to parental education and German citizenship, especially in the younger cohorts of 
the study. We suggest a weighting scheme to address this selectivity.
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Studying twins reared together is a prominent research strategy to assess the influ-
ence of genetic endowment on human development (Polderman et al., 2015). By 
comparing monozygotic twins – who are genetically (almost) identical – with dizy-
gotic twins – who share about half of the genes that vary between humans (like 
ordinary siblings), it is possible to estimate the share of variance in an outcome 
attributable to (additive) genetic influences (Plomin et al., 2016).1 Nevertheless, 
such estimates of genetic influences are by no means a fixed quantity but strongly 
dependent on the development stage (i.e., the age) of the twins (Haworth et al., 2010; 
Turkheimer, 2000) as well as on the environmental conditions in which a genetic 
potential is actualized (Shanahan & Hofer, 2005; Bronfenbrenner & Ceci, 1994). 
A central facet of these environmental conditions is the social background (Guo & 
Stearns, 2002). In consequence, studying the different forms in which genetic influ-
ences depend on environments – so called gene-environment interactions and cor-
relations – is a major focus of current behavior genetic research (Zavala et al. 2018; 
Tucker-Drob & Bates, 2016) as well as a topic of growing interest in the research 
on social inequalities (Selita & Kovas, 2019; Diewald et al., 2016; Nielsen, 2016).

However, twin samples covering a wide range of environmental conditions 
and development stages are needed to conduct studies on the influence of genes on 
social inequalities. The TwinLife panel – which is run in cooperation by research 
teams at Bielefeld University and Saarland University – was designed to facilitate 
such research and is the first longitudinal study of twin families in Germany based 
on a national probability sample (Mönkediek et al., 2019, Hahn et al., 2016). To 
assess the usability of the TwinLife sample for social stratified research on genetic 
influences, we address two research questions in this paper: first, is the social back-
ground of twins living in Germany captured by the TwinLife sample to facilitate 
genetic sensitive analyses differentiated by social background? And second, is the 

1 A basic estimate of additive genetic influences is given by two times the difference 
between monozygotic and dizygotic twins in the correlation within twin pairs of an 
outcome (so called Falconer’s Formula, Falconer, 1960). For a discussion of the further 
assumptions involved in estimating genetic influences based on twins reared together, 
see Stenberg (2013).

mailto:volker.lang@uni-bielefeld.de
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social background of twin households comparable to all multiple-child households 
in Germany in order to support the generalizability of social stratified analyses on 
genetic influences?

In contrast to many other countries (e.g., The Netherlands: Ligthart et al., 
2019; Sweden: Zagai et al., 2019), no twin registry is available for Germany to 
answer these research questions. Alternatively, we compare the TwinLife sample 
with two selected samples based on the German Microcensus Survey conducted 
by the Federal Statistical Office (Destatis, 2014a, 2014b; Lengerer et al., 2007): a 
proxy-twin household sample and a multiple-child household sample. Specifically, 
we compare parental education, household income, parental citizenship status, the 
composition of the households, and the population sizes of the communities of resi-
dence. In addition, we investigate maternal age at childbirth as a potential reason 
for differences in the distributions of these social background indicators. Thus, if 
the TwinLife sample is representative for twin families in Germany, we expect to 
see no relevant differences in the distributions of these social background indica-
tors between the TwinLife and the Microcensus proxy-twin samples (hypothesis 1).

Moreover, since the environmental conditions in which children are reared 
can systematically differ between twin and other types of multiple-child families, 
it can be questioned if results obtained by studying twins are generalizable to a 
whole population. In some cases – like the age gap between siblings – such differ-
ences are undeniable. Regarding the distributions of social background indicators, 
differences between twin and other multiple-child families cannot be precluded. If 
the social backgrounds of twin and other multiple-child families in Germany are 
similar, we should not find any relevant differences in the distributions of the ana-
lyzed indicators between the Microcensus proxy-twin and multiple-child samples 
(hypothesis 2).

The paper is structured as follows. The following section describes the Twin-
Life and Microcensus samples as well as the indicators and methods we apply to 
answer our two research questions. It also contains a deeper introduction into the 
study design and sampling strategy of the TwinLife panel to assist researchers in 
using the relatively new TwinLife data. Afterwards, the results of our comparisons 
are presented. The final part of the article provides a conclusion.
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Data and Methods
The TwinLife Panel Study

Study Design
The TwinLife study collects longitudinal data on families with monozygotic or 
dizygotic twin children. To exclude effects of within-twin-pair gender differences, 
the study includes only same-sex dizygotic twins. The base population of TwinLife 
consists of four birth cohorts of twins: the youngest twins, in cohort 1, were born 
in 2009 or 2010, the twins in cohort 2 in 2003 or 2004, the twins in cohort 3 in 
1997 or 1998, and the oldest twins, in cohort 4, between 1990 and 1993. At the time 
of the first survey, these twins were aged around 5, 11, 17, and 23 to 24. Over the 
planned panel period, TwinLife covers important life course transitions ranging 
from school entry to the labor market entry phase, and also important life stages 
for meeting a partner and starting a family. The TwinLife surveys are conducted 
annually and survey modes alternate between face-to-face interviews at home and 
telephone interviews.

In addition, the TwinLife study combines this cohort-sequential design with 
an extended twin family design (ETFD). As part of the ETFD, the biological and, 
if applicable, the social parents (i.e., partners of mothers and fathers), and the sib-
ling that is closest in age to the twins are surveyed as well as the twins them-
selves. Moreover, the partners of adult twins are also included. All of these family 
members are included in the design irrespective of whether they live in the same 
household as the twins or not. A family in TwinLife can therefore consist of sev-
eral households, i.e., the households are nested within the families. The minimum 
requirement for inclusion as a valid family case in the TwinLife panel was the par-
ticipation of both twins and one of the biological or social parents in the first wave.2 
A further design requirement was that the twins were raised together, i.e., lived in 
the same household until age 16. The family perspective of the ETFD facilitates 
the study of different degrees of genetic similarity which is important for detailed 
analysis of the manifold influences of the family environment on the development 
of the twins.

Sampling Strategy
The target net sample size for wave 1 of the TwinLife panel was 1,000 twin fami-
lies in each of the four birth cohorts with approximately half of the families hav-
ing monozygotic and the other half having same-sex dizygotic twins. To obtain 
a sample with these design characteristics, a national probability-based sampling 
procedure was implemented in two steps (Brix et al., 2017): first, a sample of 500 

2 Exceptions are orphan families where there is no parent to participate. There are four 
families of this type in the net sample of the panel.
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out of approximately 11,900 communities was drawn to generate addresses where 
twin families matching the design requirements resided. Potential twin families in 
cohorts 1 to 3 were identified by locating persons of the same sex with the same or 
similar birthdates registered at the same address according to the current registry 
of residents for the respective communities. Families in cohort 4 were also selected 
based on previous registries of residents containing address data prior to reported 
house moves. Using these previous addresses, an inquiry for the current address of 
the persons identified as probable twins was carried out. Second, a gross sample of 
13,359 addresses out of around 19,000 addresses provided by the local registry of 
residents was drawn; 2,736 for cohort 1, 2,697 for cohort 2, 2,823 for cohort 3, and 
5,103 for cohort 4.

Given these gross sample sizes, it was a priori obvious that the sampling 
design could not be proportional. Thus, each of the cohorts 1 to 3 is composed of 
two years of birth and cohort 4 of four years of birth. Population statistics for twin 
families in Germany are not available, but it is known that there are approximately 
7,000 same-sex twin births each year (about 0.01 percent of all annual births, Des-
tatis, 2013). Consequently, a design using the gross sample sizes described above 
and based on a cohort composed of only one year of birth would have to cover 
around 40 percent of the population for cohorts 1 to 3 and 75 percent for cohort 4. 
Using multiple-year birth cohorts reduces these shares to approximately 20 percent.

A proportional implementation of this design would necessitate conducting 
face-to-face interviews in around 2,500 communities which is impracticable. Three 
subsamples of communities were therefore selected instead: first, a proportional 
sample of 180 communities with 10,000 or more inhabitants was drawn accord-
ing to the political community size classification for Germany (GKPOL) (“base 
sample”). Second, a disproportionate sample (with higher sampling probabilities 
for larger communities) of 60 communities with 50,000 or more inhabitants was 
selected to obtain the necessary coverage of the target population (“urban sam-
ple”). Third, an additional proportional sample of 260 communities with between 
5,000 and 19,999 inhabitants was drawn (“rural sample”).3 The base sample con-
sists of 5,575 addresses (41.7 percent of the gross sample), the urban sample of 
6,558 addresses (49.1 percent of the gross sample), and the rural sample of 1,226 
addresses (9.2 percent of the gross sample). This sampling, which is disproportional 
overall, leads to an overrepresentation of addresses located in urban communities 
in the TwinLife panel in comparison to all addresses registered in communities 
with 5,000 or more inhabitants (Brix et al., 2017).

3 Communities with fewer than 5,000 inhabitants are excluded by the TwinLife design. 
This is because, on average, only one or two twin families over all birth cohorts studied 
are expected to reside in a community of this size, making conducting face-to-face 
twin family interviews in communities like this prohibitively expensive and at the same 
time particularly problematic with respect to a possible re-identification.
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TwinLife Sample
The gross sample of addresses described above was used for the face-to-face inter-
views of the TwinLife panel, wave 1. The data collection for twins born in 2009, 
2003, 1997, and 1990 or 1991 was carried out between September 2014 and May 
2015. For twins born in 2010, 2004, 1998, and 1992 or 1993, data collection started 
in September 2015 and was completed in April 2016.

Table 1 shows distributions of the gross and net samples differentiated by 
cohort. 10.5 percent of the addresses in the gross sample were invalid contact 
addresses and 4.2 percent did not comply with the requirements of the design, leav-
ing an adjusted gross sample of 11,405 cases. In cohorts 1 to 3, around 10 percent 
of the cases in the adjusted gross sample were permanently absent or sick during 

Table 1 Gross and net samples of TwinLife

Cohort 1 (%) Cohort 2 (%) Cohort 3 (%) Cohort 4 (%) Total (%)

Gross sample 2,736 (100.0) 2,697 (100.0) 2,823 (100.0) 5,103 (100.0) 13,359 (100.0)
  no contact 
address 338 (12.4) 261 (9.7) 220 (7.8) 580 (11.4) 1,399 (10.5)

  no match with 
design 127 (4.6) 93 (3.4) 89 (3.2) 246 (4.8) 555 (4.2)

Adjusted gross 
sample 2,271 (83.0) 2,343 (86.9) 2,514 (89.1) 4,277 (83.8) 11,405 (85.4)

Adjusted gross 
sample 2,271 (100.0) 2,343 (100.0) 2,514 (100.0) 4,277 (100.0) 11,405 (100.0)
  absent or sick 258 (11.4) 267 (11.4) 237 (9.4) 891 (20.8) 1,653 (14.5)
  refusal 870 (38.3) 906 (38.7) 1,060 (42.2) 2,190 (51.2) 5,026 (44.1)
  family not  
complete 31 (1.4) 25 (1.1) 28 (1.1) 45 (1.1) 129 (1.1)

  address not used 69 (3.0) 60 (2.6) 80 (3.2) 80 (1.9) 289 (2.5)
  other reason 33 (1.5) 42 (1.8) 48 (1.9) 88 (2.1) 211 (1.9)
Net sample 1,010 (44.5) 1,043 (44.5) 1,061 (42.2) 983 (23.0) 4,097 (35.9)

Male, monozygotic 209 (20.8) 191 (18.4) 218 (20.6) 212 (21.6) 830 (20.4)
Male, dizygotic 279 (27.8) 307 (29.6) 235 (22.2) 198 (20.2) 1,019 (25.0)
Female, 
monozygotic 225 (22.4) 229 (22.1) 280 (26.4) 311 (31.7) 1,045 (25.6)
Female, dizygotic 291 (29.0) 309 (29.8) 326 (30.8) 259 (26.4) 1,185 (29.1)
Total 1,004 (100.0) 1,036 (100.0) 1,059 (100.0) 980 (100.0) 4,079 (100.0)

Note: The number of families used in this study declines to 4,079 compared to the net 
sample since in 11 families the multiples are triplets and for seven twin pairs no information 
about their zygosity is available.
Sources: Brix et al. (2017) and TwinLife (doi: 10.4232/1.12665), own calculations
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the field phase and 40 percent refused to participate. In cohort 4, the sickness rate 
was twice as high and half of the sample refused participation. In 1.1 percent of the 
cases, it was not possible to interview all the necessary family members according 
to the design requirements, 2.5 percent of the addresses were not used because the 
target sample size had already been obtained, and 1.9 percent of the cases did not 
participate for other reasons.

This results in a net sample for wave 1 of 1,010 families in cohort 1, 1,043 
families in cohort 2, 1,060 families in cohort 3, and 984 families in cohort 4, which 
closely matches the target sample size. The participation rate based on the adjusted 
gross sample is therefore over 40 percent in cohorts 1 to 3 and 23.0 percent in 
cohort 4. A total of 39 percent of the families in the net sample are part of the base 
sample, 51 percent are part of the urban sample, and 10.1 percent are part of the 
rural sample. For more information on the field process see Brix et al. (2017).

The lower part of Table 1 displays distributions by sex and zygosity of the 
twin pairs over the four cohorts for the net sample of the TwinLife panel.4 There 
are more dizygotic than monozygotic twin pairs in cohorts 1 to 3, and in cohort 
4 the share of monozygotic twin pairs is 53.3 percent. These results indicate that 
the probability-based sampling design used for TwinLife successfully counteracted 
the overrepresentation of monozygotic twins typically characterizing twin samples 
based on self-recruitment (i.e, two-thirds monozygotic twin pairs, with overrep-
resentation particularly pronounced in adult samples, Lykken et al., 1987). The 
findings are also in line with research showing an increase in dizygotic twining 
rates for OECD countries, including Germany, since the 1980s (Hoekstra et al., 
2008). This is primarily because dizygotic twinning is more strongly influenced 
by environmental factors such as the increase in maternal age at childbirth over 
recent decades (Lambalk et al., 1998). Overall, the distributions demonstrate that 
the TwinLife sample enables genetic sensitive analyses differentiated by gender and 
age.

As described above, both twins, one sibling, their parents, and the partners of 
the adult twins are the target respondents for the interviews, irrespective of whether 
they live in the same household or not. Table 2 shows the composition of the fami-
lies (upper part of Table 2) and the households (lower part of Table 2) interviewed in 
TwinLife, wave 1. Overall, the TwinLife net sample consists of 4,097 twin families 
living in 4,828 households. A total of 91.4 percent of these families are families 
with two parents.5 However, the share of two-parent families decreases over the 

4 In 50 of these families, second twin pairs exist; in 38 cases these are full siblings of 
the other twins, in eight cases, they are half-siblings, and in three cases, step-siblings. 
Moreover, one of the families has full sibling triplets in addition to the twins.

5 In 99.1 percent of the families with a mother, the mothers are the biological mothers of 
the twins. The share of biological fathers is 96.6 percent. In 3.8 percent of the families 
there are more than two parents, i.e., partners of a father or mother in addition to the 
biological parents.
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cohorts from 95.6 percent to 87.1 percent. In 62.2 percent of the families the twins 
have at least one sibling. Since parents of the earlier born twin cohorts had more 
time to have additional children, this share increases from 54.9 percent in cohort 
1 to around 65 percent in cohorts 2 to 4. The mean number of siblings per family 
in families with at least one sibling is 1.6, and the maximum number of siblings is 
ten. Overall, the distributions indicate that TwinLife facilitates studies based on the 
ETFD.

The lower part of Table 2 illustrates the distribution of households in TwinLife 
across cohorts. As required by the study design, all of the twins in cohorts 1 and 
2, and almost all of the twins in cohort 3 live together in one household. In more 
than 90 percent of the twin households in cohort 1, the twins live with two parents. 
This share drops to about 75 percent in cohort 3. For cohort 4, the share of twin 

Table 2 Family and household compositions in the net sample of TwinLife

Cohort 1
(%)

Cohort 2
(%)

Cohort 3
(%)

Cohort 4
(%)

Total
(%)

Family composition

Mother and father, twins 431 (42.7) 337 (32.3) 350 (33.0) 290 (29.5) 1,408 (34.4)

Mother and father, twins, 
sibling 534 (52.9) 644 (61.7) 591 (55.7) 566 (57.6) 2,335 (57.0)

Mother or father, twins 25 (2.5) 23 (2.2) 46 (4.3) 45 (4.6) 139 (3.4)

Mother or father, twins, sibling 20 (2.0) 39 (3.7) 74 (7.0) 78 (7.9) 211 (5.2)

No parents, (sibling)a 0 (0) 0 (0) 0 (0) 4 (0.4) 4 (0.1)

Total 1,010 (100) 1,043 (100) 1,061 (100) 983 (100) 4,097 (100)

Household composition

Parents, both twins, (sibling)b 917 (90.3) 883 (83.4) 815 (74.1) 428 (25.9) 3,043 (63.0)

Parent, both twins, (sibling)b 93 (9.2) 160 (15.1) 231 (21.0) 113 (6.8) 597 (12.4)

Parent(s), one twin, (sibling)b 0 (0) 0 (0) 22 (2.0) 184 (11.1) 206 (4.3)

Both twins, (sibling)b 0 (0) 0 (0) 0 (0) 84 (5.1) 84 (1.7)

One twin, (sibling)b 0 (0) 0 (0) 8 (0.7) 532 (32.2) 540 (11.2)

No twins 6 (0.6) 16 (1.5) 24 (2.2) 312 (18.9) 358 (7.4)

Total 1,016 (100) 1,059 (100) 1,100 (100) 1,653 (100) 4,828 (100)
a Orphan families; three with at least one sibling and one with no sibling.
b Living in a household either with or without at least one sibling.
Sources: TwinLife (doi: 10.4232/1.12665), own calculations
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households with at least one parent is 54.1 percent. This corresponds to 43.9 percent 
of all households in cohort 4. A total of 76 percent of the twins from cohort 4 who 
had already moved out of the parental household are living without their co-twin. 
This represents 32.2 percent of all households in cohort 4. Further, the share of non-
twin households increases from approximately 1 percent in cohorts 1 to 3 to 18.9 
percent in cohort 4. These results illustrate that TwinLife captures the major shift 
in household structures resulting from the young adult twins starting to create their 
own families.6

The TwinLife sample for our comparisons comprises all twin households in 
which at least one twin resides together with at least one parent of the twins. This 
household definition is close to the household definition of the Microcensus (see 
section The Microcensus Comparison Samples) and retains most of the TwinLife 
families in the sample. This parent-twin sample consists of 3,640 (out of 4,828) 
households in TwinLife. For cohorts 1 to 3 almost all twin families and households 
are included in this sample. Within cohort 4, the sample covers 73.8 percent of all 
families and 54.1 percent of all households with twins.

The Microcensus Comparison Samples

The comparison samples we use for this study are based on the German Micro-
census 2013. The Microcensus is a household survey based on a nationally repre-
sentative sample of one percent (Destatis, 2014a, 2014b; Lengerer et al., 2007).7 
While the sampling of TwinLife is focused on families defined by the ETFD, the 
sampling design of the Microcensus is based on households, specifically persons 
living together at the same address sampled from the population register (Lengerer 
et al. 2005).

As the Microcensus survey does not collect information on whether the chil-
dren living in the household are twins or not, we need to construct a suitable com-
parison sample to match the cohort and person composition of the TwinLife parent-
twin sample described above without this information. Therefore, we define two 
different household samples – the multiple-child and the proxy-twin sample – based 
on the Microcensus. First, the multiple-child sample consists of one-family house-
holds with one or two parents and at least two children under the age of 25 of which 
at least one child – the “anchor child” – belongs to the same birth cohorts as in 
TwinLife. Second, the proxy-twin sample contains one-family households in which 

6 43.4 percent of the twins in cohort 4 have a partner and 30.7 percent of these twins live 
in a household with their partners.

7 The 2013 Microcensus provides the most recent data currently available and thus most 
accurately reflects the population of 2015 – the year in which the majority of the fami-
lies in the TwinLife panel was sampled.
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two children of the same sex are born in the same year and live with at least one of 
their parents.

In view of the approximately 7,000 same-sex twin births each year (Destatis, 
2013), we can expect to find around 70 proxy-twins in the 2013 Microcensus for 
each year of birth from circa 2000 and declining numbers for the years prior to 
2000 based on the following assumptions: 1) a household sample of one percent 
from the population approximates a population sample of one percent; 2) there are 
only rare cases, other than twin births, of same-sex children in a household being 
born in the same year; 3) most twin children live together and with at least one 
parent.8 To gain a proxy-twin sample of sufficient size for socio-demographic dif-
ferentiated analyses, we use six-year birth cohorts: 2007-2012 (cohort 1), 2001-2006 
(cohort 2), 1995-2000 (cohort 3), and 1989–1994 (cohort 4).

Moreover, to match the TwinLife sampling design, households in communities 
with fewer than 5,000 inhabitants are excluded. These represent about 16 percent 
of the households in the multiple-child and the proxy-twin Microcensus samples. 
This leaves us with 24,271 multiple-child and 1,039 proxy-twin households for our 
analysis.

Indicators

With respect to the social structural indicators used for the analysis, we compare 
household structures, the size of the communities where the household is located, 
German citizenship status on the household level, highest education of parents 
in the household, and also monthly net equivalent household income in euros. 
To assess the potential use of the TwinLife study for multidimensional analysis 
of social structural (dis-)advantage, we also compare the bivariate distributions of 
highest education in the household by monthly net equivalent household income. 
Moreover, we contrast maternal age at birth of the twins or the anchor child as a 
potential reason for social structural differences between the samples since giving 
birth later in life could be correlated with higher educational degrees or higher 
earnings.

The size of the community where the household is located is categorized 
based on the German community size classification (GKPOL). German citizenship 
is used as a proxy for migration background since the alternative indicators for 
migration background available in TwinLife and the Microcensus are not compa-
rable. We assign German citizenship status on the household level if both parents 

8 There are rarely any women who give birth to two children within the same calendar 
year. However, the Microcensus does not differentiate between biological and step-
children. Thus, there might be a negligible number of cases which are spuriously con-
sidered as twin families. These might be foster or blended families with same-sex chil-
dren born in the same year.
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have German citizenship. The highest education within the household is based on 
the International Standard Classification of Education (ISCED) 1997 (Schneider, 
2008). The individual-level information on parents’ education is used to calculate 
the highest obtained degree on the household level. The ISCED is coded as an 
ordered categorical variable with “no educational degree” (1) as the lowest and 
“Ph.D. degree” (6) as the highest category. Information on monthly net income 
is surveyed on the household level. To make the household incomes comparable 
across different household structures, an equivalence weight according to the new 
OECD scheme (OECD 2011) and an adjustment for inflation dividing the nominal 
income by the Consumer Price Index for Germany using 2015 as base year are 
applied.

Methods

To assess whether distributions of the social background indicators differ between 
the samples, we construct categorical variables based on these indicators and 
calculate the proportion of each category for the distributions of these categori-
cal variables. In addition, we perform z-tests on equality of proportions between 
samples using the 95% confidence level and report their statistical significance for 
the substantial differences discussed in this paper. Cell-specific case numbers in 
the Microcensus proxy-twin sample are too small to show detailed distributions for 
highest ISCED in households and net equivalent monthly household income. Thus, 
we present ISCED levels 5a and 6 versus all lower levels and household’s median 
income. For maternal age at childbirth, we compare the means.

To account for missing values in education, citizenship and monthly net 
household income in the TwinLife sample, we set up a multiple imputation model 
on the household level.9 We impute 20 values for each missing observation using 
multiple imputation with chained equations (van Buuren et al., 2006), a method 
which iterates over a sequence of univariate imputation models for each variable. 
For the univariate imputation models, we use predictive mean matching with ten 
nearest neighbors in case of continuous variables and logistic or ordered logistic 
regressions in case of categorical variables.10 The procedure assumes that the data 
is missing at random conditional on the predictors used. To preferably ensure that 

9 Information is missing on ISCED for 4.5 percent of the mothers and 22.9 percent of the 
fathers, on German citizenship status for 4 percent of the mothers and 22.6 percent of 
the fathers, and on monthly net household income for 12.2 percent of the households.

10 The values presented in the descriptions are calculated as the mean of imputations in 
case of continuous and as the mode of imputations in case of categorical variables.
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this assumption is met, we use a comprehensive set of predictors.11 We assess the 
influence of the imputation procedure on the distributions of the social structural 
indicators compared. Here, we find slight increases in the lower categories of the 
indicators (typically about 2 percent) and converse declines in the upper catego-
ries. However, there are only minor differences between imputed and non-imputed 
estimates. Thus, in the following results section, we refrain from presenting non-
imputed in addition to imputed results for reasons of clarity and brevity.

Results
Comparisons of the Social Background Indicators

In this section, we present the results of the comparisons of the distributions of the 
social background indicators in the TwinLife parent-child, the Microcensus proxy-
twin, and the Microcensus multiple-child sample.

Household Structure
Table 3 shows the household structures in the TwinLife parent-twin sample in con-
trast to the two Microcensus comparison samples. The number of children living 
in a household with both parents differs in the Microcensus multiple-child sample 
compared to the TwinLife parent-twin and the Microcensus proxy-twin samples.

While there are 58.9 percent of households with two children and both parents 
in the former sample, this share is approximately 40 percent in the latter two. This 
difference is plausible since potential parents often plan to have two children but if 
the second birth is a twin birth, they have three children (Ruckdeschel, 2007). The 
share of single-parent households is about 16 percent in all three samples. Overall, 
these results indicate that the main difference in the composition of twin and non-
twin multiple-child households is the higher prevalence of households with two 
children in the latter group. In addition, the findings confirm that the probability-
based sampling procedure used for TwinLife was appropriate in this regard since 
the household structures in the TwinLife parent-twin and the Microcensus proxy-
twin samples are similar.

11 We use all imputed variables as well as information on the years of birth, migration 
background, cognitive test scores, monthly gross income and weekly working hours of 
mothers and fathers, household structure, and community size as predictors.
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Table 3 Household structures in the TwinLife and Microcensus comparison 
samples

Cohort 1
(%)

Cohort 2
(%)

Cohort 3
(%)

Cohort 4
(%)

Total
(%)

TwinLife parent-twin sample
Couples, twin(s) 428 (42.4) 355 (34.0) 401 (38.3) 259 (47.9) 1443 (39.6)
Couples, twin(s), sibling 489 (48.4) 528 (50.6) 414 (39.6) 169 (31.2) 1600 (44.0)
Single parent, twin(s) 50 (5.0) 80 (7.7) 149 (14.2) 76 (14) 355 (9.8)
Single parent, twin(s), 
sibling 43 (4.3) 80 (7.7) 82 (7.8) 37 (6.8) 242 (6.6)
Total 1,010 (100.0)1,043 (100.0)1,046 (100.0) 541 (100.0)3,640 (100.0)

Microcensus multiple-child sample
Couples, 2 children 3,680 (61.1) 3,523 (55.6) 3,531 (55.7) 3,558 (63.9) 14,292 (58.9)
Couples, 3 or more 
children 1,713 (28.5) 1,774 (28.0) 1,544 (24.3) 948 (17.0) 5,979 (24.6)
Single parent, 2 
children 426 (7.1) 732 (11.5) 958 (15.1) 924 (16.6) 3,040 (12.5)
Single parent, 3+ 
children 199 (3.3) 310 (4.9) 309 (4.9) 142 (2.5) 960 (4.0)
Total 6,018 (100.0)6,339 (100.0)6,342 (100.0)5,572 (100.0) 24,271 (100)

Microcensus proxy-twin sample
Couples, 2 children 139 (46.8) 82 (28.3) 99 (33.2) 70 (45.5) 390 (37.5)
Couples, 3 or more 
children 122 (41.1) 149 (51.4) 139 (46.6) 48 (31.2) 458 (44.1)
Single parent, 2 
children 20 (6.7) 34 (11.7) 30 (10.1) 27 (17.5) 111 (10.7)
Single parent, 3+ 
children 16 (5.4) 25 (8.6) 30 (10.1) 9 (5.8) 80 (7.7)
Total 297 (100.0) 290 (100.0) 298 (100.0) 154 (100.0)1,039 (100.0)

Sources: TwinLife (doi: 10.4232/1.12665) and Microcensus 2013, own calculations

Community Size
Table 4 reports shares of households by community size across the three samples. 
Around two-thirds of the TwinLife households are located in communities with 
50,000 or more inhabitants while this share is around 40 percent in the Microcen-
sus samples.

This difference is statistically significant and mainly attributable to the overs-
ampling of urban communities in TwinLife which was implemented to obtain the 
necessary coverage of the twin family target population (see sub-section Sampling 
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Strategy). However, if we exclude the oversampled urban population, the distri-
butions of the TwinLife and Microcensus samples are roughly comparable. The 
group of TwinLife households in communities with 500,000 or more inhabitants is 
around four percentage points larger than the Microcensus samples, and the share 
of households in communities with 100,000 to 499,999 inhabitants is approxi-
mately six percentage points smaller in the TwinLife sample than in the Microcen-
sus samples. The latter of these two differences is statistically significant. Regard-
ing the Microcensus proxy-twin and multi-child samples, there are no considerable 
differences in shares of households by community size between the samples.

Table 4 Households by community size in percent

Cohort 1 Cohort 2 Cohort 3 Cohort 4 Total

TwinLife parent-twin sample
5,000–19,999 (in %) 18.4 18.9 19.2 21.8 19.3
20,000–49,999 (in %) 10.5 13.3 10.9 14.1 12.0
50,000–99,999 (in %) 18.0 16.1 15.2 16.1 16.4
100,000–499,999 (in %) 21.9 21.1 22.6 20.5 21.7
> 500,000 (in %) 31.2 30.6 32.1 27.5 30.7

TwinLife, without urban sample
5,000–19,999 (in %) 38.4 37.4 39.0 37.0 38.1
20,000–49,999 (in %) 20.1 25.0 21.1 23.1 22.3
50,000–99,999 (in %) 10.1 9.3 8.8 10.5 9.5
100,000–499,999 (in %) 11.7 11.0 11.0 7.5 10.6
> 500,000 (in %) 19.7 17.3 20.1 22.0 19.5

Microcensus multiple-child sample
5,000–19,999 (in %) 31.3 33.9 35.5 35.6 34.1
20,000–49,999 (in %) 22.1 23.8 23.5 24.1 23.4
50,000–99,999 (in %) 10.6 10.1 11.0 11.4 10.8
100,000–499,999 (in %) 17.4 16.2 15.9 15.6 16.3
> 500,000 (in %) 18.7 15.9 14.1 13.3 15.5

Microcensus proxy-twin sample
5,000–19,999 (in %) 26.6 33.8 35.6 31.8 32.0
20,000–49,999 (in %) 22.9 22.1 20.1 23.4 21.9
50,000–99,999 (in %) 11.5 11.0 12.1 13.6 11.8
100,000–499,999 (in %) 18.2 17.9 15.1 18.8 17.3
> 500,000 (in %) 20.9 15.2 17.1 12.3 16.9

Sources: TwinLife (doi: 10.4232/1.12665) and Microcensus 2013, own calculations
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Parental Citizenship Status
Table 5 contrasts the shares of households with German citizenship across the 
samples. Overall, this share is 84.7 percent in the TwinLife sample while the cor-
responding shares are around 80 percent in the Microcensus samples. The share is 
constant across cohorts in the TwinLife sample while it declines in the Microcen-
sus samples from about 85 percent in the older cohorts to about 75 percent in the 
younger cohorts. Consequently, there are around five to ten percentage points more 
households with German citizenship in the TwinLife sample for cohorts 1 and 2 
and these differences are statistically significant. The shares of households with 
German citizenship in the Microcensus proxy-twin and multiple-child samples are 
similar.

Table 5 Households by German citizenship

Cohort 1 Cohort 2 Cohort 3 Cohort 4 Total

TwinLife parent-twin sample
German citizenship (in %) 85.5 85.0 84.1 83.7 84.7
No German citizenship (in %) 14.5 15.0 15.9 16.3 15.3

Microcensus multiple-child sample
German citizenship (in %) 74.1 77.9 82.3 81.7 79.0
No German citizenship (in %) 25.9 22.1 17.7 18.3 21.1

Microcensus proxy-twin sample
German citizenship (in %) 75.8 76.9 85.9 85.7 80.5
No German citizenship (in %) 24.2 23.1 14.1 14.3 19.5

Sources: TwinLife (doi: 10.4232/1.12665) and Microcensus 2013, own calculations

Parental Education
Table 6 describes the distributions of highest educational level in the households 
for the TwinLife parent-twin and the Microcensus multiple-child samples based 
on the ISCED. We observe that the TwinLife sample covers the full distribution of 
educational levels. The lower tail (ISCED 1 and 2) encompasses around 5 percent 
of the cases. The results indicate that there are more households with a university 
education (ISCED 5a and 6) and fewer with medium or low education (ISCED 1 
to 3) in TwinLife than the Microcensus multiple-child sample, particularly in the 
younger cohorts.

To analyze potential reasons for these differences, the lower part of Table 6 
shows the shares of university educated households compared to all other house-
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Table 6 Highest educational level (based on ISCED) in household

Cohort 1 Cohort 2 Cohort 3 Cohort 4 Total

TwinLife parent-twin sample
ISCED 1 (in %) 0.6 0.8 1.1 1.5 0.9
ISCED 2 (in %) 4.9 4.0 3.6 5.2 4.3
ISCED 3a, b, c (in %) 25.2 27.0 33.5 37.9 30.0
ISCED 4a, b (in %) 9.8 7.2 8.0 8.1 8.3
ISCED 5b (in %) 10.8 13.2 12.8 16.5 12.9
ISCED 5a (in %) 41.4 42.7 36.0 27.9 38.2
ISCED 6 (in %) 7.4 5.1 5.0 3.0 5.4

Microcensus multiple-child sample
ISCED 1 (in %) 3.4 3.7 3.6 4.2 3.7
ISCED 2 (in %) 9.9 8.6 7.9 10.2 9.1
ISCED 3a, b, c (in %) 34.1 36.8 39.3 43.5 38.3
ISCED 4a, b (in %) 9.4 9.2 9.2 7.8 8.9
ISCED 5b (in %) 11.5 12.7 14.7 14.0 13.2
ISCED 5a (in %) 27.8 25.5 22.7 18.4 23.7
ISCED 6 (in %) 4.0 3.4 2.6 2.0 3.0

TwinLife parent-twin sample
ISCED 1, 2, 3, 4, or 5b (in %) 51.3 52.3 59.1 69.2 46.5
ISCED 5a or 6 (in %) 48.7 47.7 40.9 30.8 43.5

Microcensus multiple-child sample
ISCED 1, 2, 3, 4, or 5b (in %) 68.2 71.1 74.7 79.6 73.3
ISCED 5a or 6 (in %) 31.8 28.9 25.3 20.4 26.7

Microcensus proxy-twin sample
ISCED 1, 2, 3, 4, or 5b (in %) 43.6 74.4 76.4 77.8 72.4
ISCED 5a or 6 (in %) 36.4 25.6 23.6 22.2 27.6

TwinLife, without urban sample
ISCED 1, 2, 3, 4, or 5b (in %) 52.9 57.1 60.3 69.5 58.9
ISCED 5a or 6 (in %) 47.1 42.9 39.7 30.5 41.1

TwinLife, only German citizenship
ISCED 1, 2, 3, 4, or 5b (in %) 48.7 48.8 55.8 66.1 53.3
ISCED 5a or 6 (in %) 51.3 51.2 44.2 33.9 46.7

Microcensus multiple-child sample, only German citizenship
ISCED 1, 2, 3, 4, or 5b (in %) 65.1 65.8 72.8 77.3 70.8
ISCED 5a or 6 (in %) 34.9 34.2 27.2 22.7 29.2

Note: Cell-specific case numbers in the Microcensus proxy-twin sample are too small to 
present detailed distributions for highest ISCED in households.
Sources: TwinLife (doi: 10.4232/1.12665) and Microcensus 2013, own calculations
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holds. Overall, the share of university educated households is 43.5 percent in the 
TwinLife sample while it is around 27 percent in the Microcensus samples. In 
cohort 4 the difference is around ten percentage points between the samples while 
it is between 15 and 20 percentage points in cohorts 1 to 3. All of these differences 
are statistically significant. The differences in younger cohorts decline slightly if 
we restrict the samples to households with German citizenship to account for the 
higher shares of these households in TwinLife.12 The shares of households with a 
university education in the Microcensus proxy-twin and multiple-child samples are 
approximately the same.

Household Income
Table 7 reports the distributions of monthly net equivalent household incomes for 
the TwinLife and Microcensus samples. It can be shown that the TwinLife sample 
covers the full income distribution. Across all cohorts, around 20 percent of the 
households have an adjusted income of less than €1,000 per month, around 53 per-
cent have between €1,000 and €2,000 per month, around 20 percent have between 
€2,000 and €3,000 per month, and approximately 7 percent have more than €3,000 
per month.

These shares are roughly comparable to the Microcensus samples where the 
share of households with less than €1,000 per month is slightly higher and the share 
with between €2,000 and €3,000 per month is slightly lower. For these two income 
categories the differences between the TwinLife sample and the Microcensus sam-
ples are statistically significant. Overall, the median monthly net equivalent house-
hold income in the TwinLife sample is €1,528 while it is around €150 less in the 
Microcensus samples. Differentiated by cohort, these differences between monthly 
median incomes are approximately €100 in cohorts 3 and 4 and around €200 in 
cohorts 1 and 2. Restricting the TwinLife and Microcensus samples to households 
with German citizenship or excluding the TwinLife urban sample does not account 
for the differences observed. Conditional on parental education the household 
income medians are similar in the TwinLife and the Microcensus samples. This 
finding indicates that the differences in household income between the samples 
are mostly a consequence of the selective participation in TwinLife with respect to 
parental education (see sub-section Parental Education).

12 Excluding the urban sample of TwinLife to address the oversampling of urban house-
holds in TwinLife (see sub-section Parental Education) does not change the differ-
ences observed in the shares of university educated households between TwinLife and 
the Microcensus samples to a relevant degree.
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Table 7 Monthly net equivalent household income

Cohort 1 Cohort 2 Cohort 3 Cohort 4 Total

TwinLife parent-twin sample
Household income in € (median) 1,618 1,574 1,403 1,610 1,528
Household income in € (in %):

< €1,000 18.3 18.6 25.5 17.4 20.3
€1,000 to < €2,000 50.9 52.4 54.4 51.9 52.5
€2,000 to < €3,000 23.3 20.9 15.1 23.8 20.3
≥ €3,000 7.5 8.2 5.0 6.8 6.9

Microcensus multiple child sample
Household income in € (median) 1,324 1,373 1,376 1,537 1,375
Household income in € (in %):

< €1,000 26.6 23.9 25.8 19.8 24.1
€1,000 to < €2,000 50.8 50.1 55.0 56.6 53.0
€2,000 to < €3,000 16.2 18.3 14.2 18.7 16.8
≥ €3,000 6.4 7.7 4.9 5.0 6.0

Microcensus proxy-twin sample
Household income in € (median) 1,433 1,285 1,303 1,537 1,373

Median income in € in subsamples
TwinLife, without urban sample 1,574 1,549 1,405 1,612 1,520
TwinLife, only German citizenship 1,670 1,670 1,499 1,733 1,664
Microcensus multiple child sample, 
only German citizenship 1,469 1,478 1,433 1,601 1,495

Note: Cell-specific case numbers in the Microcensus proxy-twin sample are too small to 
present detailed distributions for net equivalent monthly household income.
Sources: TwinLife (doi: 10.4232/1.12665) and Microcensus 2013, own calculations

Parental Education and Household Income Combined
In Table 8 the monthly net equivalent household income distributions are further 
differentiated by the highest educational status in the households based on ISCED 
in order to assess the TwinLife studies potential for multidimensional analysis of 
social structural (dis-)advantage. The parts of this two-dimensional social struc-
tural distribution covered in the Microcensus multiple-child sample are also rep-
resented in the TwinLife parent-twin sample indicating that the latter can be used 
for related multidimensional analysis. Further, the distributions are also roughly 
comparable; the shares of households with a university education (ISCED 5a or 6) 
and an adjusted income of between €1,000 and €3,000 are larger in the TwinLife 
parent-twin sample, while those with medium education (ISCED 3) and an income 
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of between €1,000 and €2,000 and also those with low education (ISCED 1 or 2) 
and an income of less than €1,000 are lower.

Table 8 Highest educational level (ISCED) by net equivalent income in 
households

Monthly net 
equivalent 
household income

TwinLife parent-twin sample Microcensus multiple child sample

Highest educational level (based on ISCED) in household
in % (cell percentages)

1, 2 3a, b, c 4a, b, 5b 5a, 6 1, 2 3a, b, c 4a, b, 5b 5a, 6

Cohort 1
< €1,000 3.8 7.8 2.2 4.6 10.0 11.6 2.8 2.2
€1,000 to < €2,000 1.7 16.0 14.1 19.1 3.1 20.9 13.8 13.0
€2,000 to < €3,000 0 1.1 4.0 18.2

0.1a 1.8a
3.4 11.2

≥ €3,000 0 0.2 0.4 6.9 0.6 5.4

Cohort 2
< €1,000 2.6 8.6 3.3 4.1 8.3 10.7 3.1 1.7
€1,000 to < €2,000 2.2 16.4 13.7 20.0 4.1 23.1 13.4 9.6
€2,000 to < €3,000 0 1.7 2.8 16.4

0.2a 2.9a
4.2 11.6

≥ €3,000 0 0.3 0.7 7.2 1.1 6.0

Cohort 3
< 1,000 3.7 12.5 3.7 5.5 7.9 12.7 3.2 2.0
€1,000 to < €2,000 1.0 18.9 14.4 20.1 3.4 24.2 16.2 11.2
€2,000 to < €3,000 0 1.7 2.3 11.1

0.2a 2.5a
3.4 8.5

≥ €3,000 0 0.3 0.4 4.3 0.9 3.6

Cohort 4
< €1,000 2.8 7.4 3.0 4.3 7.3 8.9 2.3 1.2
€1,000 to < €2,000 3.1 21.8 15.0 12.0 6.8 28.0 13.1 8.8
€2,000 to < €3,000 0.7 7.2 6.3 9.6

0.5a 6.8a
4.9 7.2

≥ €3,000 0 1.5 0.4 5.0 1.1 3.2
a Due to small sample sizes, the shares of the categories €2,000 to < €3,000 and ≥ €3,000 
are aggregated for ISCED 1, 2 and ISCED 3a, b, c.
Sources: TwinLife (doi: 10.4232/1.12665) and Microcensus 2013, own calculations
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Maternal Age at Birth
Finally, we compare the mean values of maternal age at the birth of the twins or 
the anchor child for the TwinLife and Microcensus samples. This value is approxi-
mately 31 years in all samples and the differences between samples are statistically 
not significant. It increases from around 30 years in cohort 4 to about 32 years in 
cohort 1 which is accompanied by an increase in the share of mothers aged 35 or 
older at childbirth (from around 15 to 30 percent). The changes are less pronounced 
in the Microcensus multiple-child sample. Overall, there are no indications of dif-
ferences in maternal age at childbirth which could be responsible for the social 
structural differences observed.

Limitations

With respect to the comparisons conducted in this study, the main limitation is 
the lack of a twin registry for Germany. Thus, we had to use a proxy-twin sample 
which is based on a one percent general population sample. As a result, the size of 
the proxy-twin sample is small. Moreover, we cannot conduct comparative analyses 
differentiating between monozygotic and dizygotic twins since there is no informa-
tion on zygosity available for the proxy-twins. Nevertheless, our comparison sam-
ples are based on the Microcensus, a survey of high quality standards, particularly 
regarding representativity (Lengerer et al., 2007). Therefore, the Microcensus is 
the best dataset available for conducting a study on the generalizability of socio-
structural differentiated analyses of twins in Germany.

The central limitation our study found with respect to using TwinLife for such 
analyses is the slight selectivity of the TwinLife sample with respect to parental 
education and German citizenship. Partly, the underrepresentation of families 
without German citizenship is due to conducting the study only in German and 
restricting the sampling to families with sufficient proficiency of the German lan-
guage (Brix et al., 2017). The underrepresentation of respondents with migration 
background – often corresponding with having no German citizenship – can com-
monly be addressed using specialized sampling strategies (Brücker et al., 2014; 
Schupp & Wagner, 1995). However, TwinLife did not have funding for instruments 
in additional languages or an additional migration sample. A potential reason for 
the selectivity regarding parental education is the demanding questionnaire pro-
gram for the first wave of TwinLife, particularly for the children aged around 5 at 
the time of the survey in cohort 1. To ensure panel stability, plans had already been 
made to shorten the survey for future TwinLife waves prior to the first wave and the 
program has been further reduced given the results of this study.13

13 The expected workload on the family level for the second wave was reduced from 
around 180 minutes in the first wave to around 120 minutes.
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Selectivity Correction

To address the selective participation in TwinLife with regard to parental education 
and German citizenship (see sub-sections Parental Citizenship Status and Paren-
tal Education), we suggest conducting additional analyses using a cohort-specific 
weighting scheme based on the distribution of highest education in the households 
by German citizenship in the Microcensus multiple-child sample (see Appendix 
A). Since household income levels conditional on parental education are similar 
in both samples (see sub-section Household Income), we consider the differential 
incomes a consequence of the differences in education. In consequence, we did 
not include household income as additional indicator in our proposed weighting 
scheme. In principle, using such a weighting scheme for TwinLife is justified by the 
social structural similarity between (proxy-)twin and multiple-child households in 
Germany found in this study.

Conclusion
In this paper, we addressed two research questions regarding the generalizability 
of research on the gene-environment interplay utilizing the TwinLife data: first, 
we assessed the usability of the TwinLife sample for social stratified analyses of 
genetic influences; and second, we analyzed whether the social background of twin 
households in Germany is comparable to the whole population of multiple-child 
households. Furthermore, we introduced the design and sampling strategy of Twin-
Life to assist researcher in using the TwinLife panel for their research.

Social Stratified Genetic Sensitive Analyses using TwinLife

Addressing our first research question, our comparison shows larger shares of 
urban households in TwinLife due to the oversampling of populous communities 
that was necessary to achieve the target sample size. Furthermore, the share of 
households with migration background – indicated by no German citizenship – 
is approximately five to ten percentage points smaller in the younger cohorts of 
the TwinLife compared to the Microcensus samples. Moreover, we show that the 
probability-based sampling of the TwinLife study was successful in counteracting 
the overrepresentation of monozygotic twins typical of twin samples based on self-
recruitment (Lykken et al., 1987).

Looking at the core socio-economic indicators – parental education and 
income – our results show that the TwinLife sample covers the full distributions 
including the lower and upper bounds. With regard to parental education, we found 
around 15 percentage points more university educated households in the Twin-
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Life sample, particularly in the younger cohorts. The smaller share of households 
with no German citizenship in TwinLife can explain some of the differences in the 
shares of university educated households between the samples. For the monthly 
net equivalent household income, we found that median values were around €200 
higher for the younger TwinLife cohorts and that the corresponding values were 
around €100 higher in the older cohorts. Additional analyses showed that the overs-
ampling of urban communities in TwinLife cannot account for these differences.

In sum, our findings indicate that participation in TwinLife was, to some 
degree, selective with respect to parental education and German citizenship, spe-
cifically in the younger cohorts. We proposed a weighting scheme to address this 
selectivity. However, since the TwinLife sample covers the whole distributions of 
the social background indicators, this selectivity does not restrict the usability of 
the TwinLife sample for social stratified analyses of genetic influences. In prin-
ciple, TwinLife can be used for multidimensional analyses of genetic influences on 
social inequalities based on an ETFD.

Social Background Differences between Twin and Multiple-
child Households

Regarding our second research question, our analyses show that (proxy-)twin and 
multiple-child households in Germany have comparable distributions for many 
socio-demographic indicators such as community size, parental citizenship status, 
parental education, household income, and maternal age at birth of the twins or 
anchor children. The only difference we found between twin and multiple-child 
households is the higher prevalence of households with two children in the latter 
group. This difference can be explained by parents often planning to have two chil-
dren (Ruckdeschel, 2007).

The absence of relevant differences in the distributions of social background 
indicators between twin and other multiple-child households is important for Twin-
Life, since it would otherwise be impossible to capture the full range of social 
structural variation using a twin-based sampling strategy. Moreover, this is also 
beneficial for generalizing inferences of social structural influences based on the 
TwinLife sample to the corresponding population at large. If different outcomes 
in twin and other multiple-child families are not a consequence of different social 
structural distributions, these varying outcomes indicate different inequality-gener-
ating processes for twin and non-twin families. Therefore, if a researcher has rea-
son to assume that there are no different inequality-generating processes for twin 
and non-twin families, findings based on the TwinLife data can be generalized to 
all multiple-child families in Germany.
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Appendix A

Selectivity correction weighting scheme based on the Microcensus
This appendix contains instructions for constructing a weighting scheme matching 
the cohort specific highest ISCED by German citizenship distribution of parents on 
the household level for TwinLife analysis samples with the Microcensus multiple-
child sample. The aim of the proposed weighting scheme is to address the selectiv-
ity of the TwinLife sample regarding parental education and German citizenship 
status, particularly in the younger cohorts. We advise using it as a robustness check, 
i.e., to assess discrepancies in the results between analyses conducted with and 
without the weighting scheme. Comparable results in both analyses indicate that 
the conclusions drawn are not influenced by the selectivity.

We construct weights specific to each of the four TwinLife cohorts. First, for 
a cohort-specific weighting scheme like this, we need to calculate the shares of 
observations in the TwinLife analysis sample used by highest ISCED and German 
citizenship of the parents on the household level for each cohort using the categori-
zation presented in Table A1. This share is given by the number of observations in a 
specific highest ISCED by German citizenship cell (J) for a specific cohort divided 
by the total number of observations in the analysis sample (N) for a specific cohort. 
Second, we need to divide the cell-specific correction factors (C) presented in Table 
A1 by the cohort-specific shares calculated for the analysis sample. The correc-
tion factors in Table A1 are based on the cohort-specific shares of observations in 
the Microcensus multiple-child sample by highest ISCED and German citizenship. 
Hence, the cohort-specific weights (W) assigned to each observation in the analysis 
sample depending on highest parental ISCED and parental German citizenship on 
the household level are given conducting the following calculation:

W = C/(J/N) = C x N/J

The resulting weighted analysis sample has the same number of observations as 
the sample without weights in each cohort but its cohort-specific highest ISCED by 
German citizenship distribution matches the one in the Microcensus multiple-child 
sample. If the distributions of parental background indicators for a specific analysis 
sample based on TwinLife do not differ significantly between the household- and 
the family-level of aggregation this weighting scheme can also be implemented on 
the family level.
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Table A1 Factors for a selectivity correction weighting scheme based on 
Microcensus

Highest educational level (using ISCED) in household

1, 2 3a, 3b, 3c 4a, 4b, 5b 5a, 6

Cohort 1
German citizenship 0.05735661 0.24804655 0.17722361 0.25835412
No German citizenship 0.07547797 0.09293433 0.03142145 0.05918537

Cohort 2
German citizenship 0.05561700 0.28282509 0.18991942 0.25075051
No German citizenship 0.06794122 0.08547954 0.02938853 0.03807869

Cohort 3
German citizenship 0.05466035 0.32669826 0.21800948 0.22353871
No German citizenship 0.06082149 0.06650869 0.02085308 0.02890995

Cohort 4
German citizenship 0.06781795 0.36643281 0.19769743 0.18546501
No German citizenship 0.07609282 0.06817773 0.01978773 0.01852851

Note: The correction factors in the table are not the weights. Please read Appendix A for 
instructions on how to construct weights using these correction factors.
Sources: Microcensus 2013, own calculations
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