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Editorial

As a survey methodologist, I always feel that there are not enough journals focus-
ing on the methodological and statistical aspects associated with survey research. 
The journal methods, data, analyses (mda) is one of the few existing exceptions. In 
addition, mda is an open-access journal, which allows results to be shared broadly. 
Therefore, I am delighted to introduce my first issue as the editor-in-chief of mda.

First and foremost, I would like to thank all the associate editors for their cru-
cial support of the journal, and especially Sabine Häder (GESIS – Leibniz Institute 
for the Social Sciences) for her continuous commitment as managing editor. More-
over, I sincerely thank the previous editor-in-chief, Annelies G. Blom (University of 
Mannheim), for her great work during the past years to professionalise and interna-
tionalise mda and to increase its scientific impact.

The introduction of the professional journal management tool “Open Journal 
System (OJS)” facilitates the management of submissions and makes it easier for 
authors to track the evolution of their submissions. In addition, the editorial board 
was extended to efficiently deal with the review process. Furthermore, mda estab-
lished an online first publication section, which allows a timely publication after 
the acceptance of the manuscripts. This contributes to a fast sharing of knowledge, 
which is particularly important nowadays since the world is changing so quickly. 
I am also delighted to announce that mda was included in the Emerging Sources 
Citation Index (ESCI) and that the journal applied for its inclusion in the Social 
Science Citation Index (SSCI).

In 2018, mda published two issues with a total of 11 manuscripts. The accep-
tance rate was 50%. The number of downloads from our mda website, i.e., single 
articles or whole issues, was 14,657 and the average number of citations per paper 
was 1.7 (Google Scholar). 

In 2019, we expect that the journal will continue improving. The first issue 
of 2019 (published in January) included seven outstanding research reports from 
a variety of international authors. This second issue (July 2019) includes four 
research reports, two research notes, and one field report dealing with issues related 
to both measurement errors and sampling. A new extension of the editorial board 
was implemented to integrate experts from emerging research fields, such as the 
use of sensor data in surveys. In addition, we will keep working on the internation-
alisation of mda and on guaranteeing high quality and timely publications.

However, the success of mda also depends on the authors that consider the 
journal as a good outlet for their research, the research community and readers 
that use the knowledge gained from the publications, and the anonymous reviewers 

https://mda.gesis.org/index.php/mda/issue/view/35
https://mda.gesis.org/index.php/mda/issue/view/35
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that provide careful feedback on the manuscripts to help improve them. There-
fore, I would like to sincerely thank all authors, readers, and reviewers of mda and 
encourage them to get even more involved in the journal.

Melanie Revilla
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Chasing Hard-to-Get Cases in Panel 
Surveys: Is it Worth it?

Nicole Watson & Mark Wooden
Melbourne Institute of Applied Economic and Social Research, 
University of Melbourne

Abstract
In many population surveys, fieldwork effort tends to be disproportionately concentrated 
on a relatively small proportion of hard-to-get cases. This article examines whether this 
effort is justified within a panel survey setting. It considers three questions: (i) are hard-
to-get cases that are interviewed different from other interviewed cases? (ii) do cases that 
require a lot of effort in one survey wave require a lot of effort in all waves? and (iii) can 
easy-to-get cases be re-weighted to eliminate biases arising from not interviewing hard-
to-get cases? Using data from a large nationally representative household panel survey, 
we find that hard-to-get cases are distinctly different from easy-to-get cases, suggesting 
that failure to obtain interviews with them would likely introduce biases into the sample. 
Further, being hard-to-get is mostly not a persistent state, meaning these high cost cases are 
not high cost every year. Simulations confirm that removing hard-to-get cases introduces 
biases, and these biases lead to an understatement of the extent of change experienced by 
the population. However, we also find that under one of five fieldwork curtailment strate-
gies considered, the bias in population estimates that would arise if the hard-to-get cases 
were not pursued can be corrected by applying weights. Nevertheless, this conclusion only 
applies to the curtailment strategy involving the smallest decline in sample size. Biases 
associated with curtailment strategies involving larger sample size reductions, and hence 
greatest cost savings, are not so easily corrected. 

Keywords:	 HILDA Survey, sample representativeness, longitudinal surveys, fieldwork 
curtailment strategies, fieldwork efficiency

© The Author(s) 2019. This is an Open Access article distributed under the terms of the 
Creative Commons Attribution 3.0 License. Any further distribution of this work must 
maintain attribution to the author(s) and the title of the work, journal citation and DOI.

http://creativecommons.org/licenses/by/3.0


methods, data, analyses | Vol. 13(2), 2019, pp. 199-222 200 

Acknowledgments	  
The research reported on in this paper was, in part, supported by an Australian Re-
search Council Discovery Grant (#DP1095497). This paper uses unit record data from 
the Household, Income and Labour Dynamics in Australia (HILDA) Survey. The 
HILDA Project was initiated and is funded by the Australian Government Department 
of Social Services (DSS) and is managed by the Melbourne Institute of Applied Eco-
nomic and Social Research (Melbourne Institute). The findings and views reported in 
this paper, however, are those of the authors and should not be attributed to either DSS 
or the Melbourne Institute.

Direct correspondence to  
Nicole Watson, Melbourne Institute of Applied Economic and Social Research,  
Level 5, 111 Barry Street, University of Melbourne, Victoria 3010, Australia 
E-mail: n.watson@unimelb.edu.au

The return to additional survey fieldwork effort, as measured by additional sur-
vey respondents, invariably declines with the rate of response. Obtaining very high 
response rates to population surveys thus typically requires concentrating field-
work effort, especially towards the end of the fieldwork period, on a relatively small 
proportion of cases who are hard-to-get. But is the extra effort and cost spent on 
achieving high response rates justified? 

Most previous research on the fieldwork effort involved in following up hard-
to-get cases has been undertaken within the context of cross-sectional surveys (e.g., 
Billiet et al., 2007; Fitzgerald & Fuller, 1982; Hall et al., 2013; Heerwegh et al., 
2007; Lin & Schaeffer, 1995; Lynn et al., 2002; Stoop, 2005). In these studies, the 
analysis usually revolves around a comparison of the characteristics of two groups 
of respondents: those defined as ‘hard-to-get’ and the remainder. This, of course, 
ignores the group that objectively are the hardest to get – the non-responders – 
reflecting the fact that often little is known about non-respondents in cross-section 
surveys. Of course, some limited information about non-respondents can be gar-
nered from frame characteristics (Etter & Perneger, 1997), though the range of 
variables available is usually quite limited, or from non-response follow-up studies 
that investigate the reasons for non-response (Stoop, 2005, pp. 146-156), though 
these studies also suffer from non-response issues. In contrast, a large amount is 
usually known about panel survey respondents who subsequently do not respond in 
a later wave. As a result, considerable research has been undertaken into the causes 
and consequences of panel attrition (for example, Behr et al., 2005; Lepkowski & 
Couper, 2002; Lugtig et al., 2014; Watson & Wooden, 2009). Panel surveys also 
provide a rich setting for examining the effectiveness of fieldwork effort in fol-
lowing up hard-to-get cases each wave. Previous studies on this issue that have 
involved panel survey data, however, have mostly focused on identifying hard-to-
get cases in just one survey wave (e.g., Haring et al., 2009; Larroque et al., 1999; 
Ullman & Newcomb, 1998). This is surprising given the ramifications for pursuing 
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or not pursuing cases extend well beyond a single wave. In this article, we examine 
whether the fieldwork effort devoted to obtaining hard-to-get interviews across six 
annual survey waves is justified.

Another feature of previous research using either cross-sectional or panel data 
is the wide variation across studies in how a ‘hard-to-get’ case is defined. The most 
common types of definitions employed include any case that: requires a large num-
ber of number of visits or calls (Cottler et al., 1987; Hall et al., 2013; Heerwegh et 
al., 2007; Kennickell, 2000; Lin & Schaeffer, 1995; Lynn et al., 2002; Yan et al., 
2004); has refused earlier in the fieldwork period (Billiet et al., 2007; Hall et al., 
2013; Fitzgerald & Fuller, 1982; Lin & Schaeffer, 1995; Lynn et al., 2002; Woodruff 
et al., 2000; Yan et al., 2004); or was interviewed late in the fieldwork period (Etter 
& Perneger, 1997; Haring et al., 2009; Kennickell, 2000; Lahaut et al., 2003; Lar-
roque et al., 1999; Studer et al., 2013; Ullman & Newcomb, 1998; Yan et al., 2004). 

Most studies find that hard-to-get cases are different from easy-to-get cases. 
These differences extend from socio-demographic variables such as age (Cottler 
et al., 1987; Hall et al., 2013; Kennickell, 2000; Larroque et al., 1999), sex (Cottler 
et al., 1987), race (Cottler et al., 1987; Hall et al., 2013), and education (Cottler et 
al., 1987; Etter & Perneger, 1997; Kennickell, 2000; Larroque et al., 1999), to more 
substantive variables such as employment (Hall et al., 2013), occupation (Larroque 
et al., 1999), income (Etter & Perneger, 1997; Kennickell, 2000), wealth (Kennick-
ell, 2000), smoking (Woodruff et al., 2000), substance use (Studer et al., 2013), and 
physical health (Etter & Perneger, 1997). Obtaining interviews with these hard-
to-get cases is expected to reduce biases in survey estimates. How important this 
reduction in bias is, however, depends on how similar the interviewed hard-to-get 
cases are to the non-respondents. 

For longitudinal surveys, decisions about how much effort to devote to pursu-
ing hard-to-get cases should be influenced, at least in part, by expectations about 
the likelihood of retaining such sample members in subsequent waves. Being a 
hard-to-get respondent in one wave, for example, has been found to be predictive 
of attrition in the next (Haring et al., 2009; Watson & Wooden, 2009). More gener-
ally, does the extra effort (and cost) required to interview the hard-to-get cases fall 
persistently on the same cases from wave to wave? As far as we are aware, this is an 
issue not considered in any previous research. 

Further, and perhaps most importantly, relatively few studies have tested in a 
simulation setting whether re-weighting the easy-to-get cases can reduce the poten-
tial biases introduced from not pursuing interviews with the hard-to-get cases. And 
those studies that have been conducted (e.g., Billiet et al., 2007; Hall et al., 2013) 
have used cross-sectional data. 

This article uses the Household, Income and Labour Dynamics in Australia 
(HILDA) Survey, a household-based panel study, to examine three related ques-
tions. 
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1.	 Are hard-to-get cases that are ultimately interviewed different from other inter-
viewed cases?

2.	 Do cases that require a lot of effort in one survey wave require a lot of effort in 
all waves?

3.	 Can easy-to-get cases be re-weighted to eliminate biases potentially arising 
from not interviewing hard-to-get cases?

We build on previous research in a number of ways. First, we define hard-to-get 
cases in five different ways and so can assess how sensitive conclusions are to the 
choice of measure. Second, we analyze the extent to which being hard-to-get is a 
state that persists over time. Third, we examine whether the biases that may result 
if fieldwork is curtailed over an extended period (six annual survey waves) can be 
eliminated by re-weighting the remaining (i.e., easy-to-get) cases.

Data
The HILDA Survey is a panel that began in 2001 with a three-stage stratified clus-
tered nationally representative sample of households (Watson & Wooden, 2012). 
There were 19,914 people living in the 7682 responding households in wave 1. These 
people are followed over time and the sample is extended to include all people liv-
ing with these original sample members at the time of the subsequent interviews. 
Interviews are conducted annually with all sample members aged 15 years or older. 
The vast majority (over 90 percent) of these interviews are undertaken face-to-face, 
with the remainder by telephone. 

The initial responding sample was achieved from a total of 11,693 households 
identified as in-scope, giving a wave 1 household-level response rate of 66 percent 
(AAPOR RR1). Annual re-interview rates of individuals are high, rising from 87 
percent in wave 2 to over 94 percent by wave 5, and remaining above that level in 
all subsequent waves.

Within each wave of fieldwork there are three distinct phases, with each suc-
cessive phase increasingly focusing on sample members that are hardest to locate, 
contact and interview. The initial fieldwork phase is concentrated in August to Sep-
tember. Non-responding and partially responding households are reviewed and re-
issued for follow-up fieldwork in the next phase (October to December). The third 
fieldwork phase (in January to February) is used to contact households that were 
difficult to trace or where it is believed further contact attempts may be successful. 
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Methods
Defining Hard-to-Get Cases

We examine a range of different definitions of ‘hard-to-get’, based on the length of 
time since commencement of fieldwork, whether an initial refusal was received, 
and the number of calls made. The most natural delineations of time for the HILDA 
Survey are the fieldwork stages described earlier, with the survey manager deciding 
at the end of the first and second fieldwork stages who among the non-respondents 
should be re-approached. The two time-based definitions of hard-to-get cases used 
here are:
�� Definition A: The individual was interviewed during a follow-up stage of field-

work.
�� Definition B: The interview was completed after the New Year.
�� Alternatively, the survey manager may choose not to re-issue to field anyone 

who initially refused. This suggests a third definition: 
�� Definition C: The individual initially refused before being interviewed.

Finally, we create binary variables based on the number of calls exceeding some 
threshold. A call is counted if it was a face-to-face visit or if it was a telephone 
call that resulted in an appointment, an interview, or other information to finalize 
the outcome of an individual. From 2009 (wave 9), a change from pen-and-paper 
interviewing to computer-assisted personal interviewing facilitated the collection 
of detailed call records. Using these records, we can determine the number of calls 
made to the household before a particular individual is interviewed. The distribu-
tion of these calls, based on data pooled from waves 9 to 14, is shown in Figure 1. 
For this analysis, we focus on two specific thresholds – 7 or more calls, and 13 or 
more calls required to obtain an interview. Obviously, a number of different thresh-
olds could have been selected due to the greater granularity of call-based measures 
compared to those used in the first three definitions. The choice of the particular 
thresholds used here reflects the operational requirements imposed on the company 
engaged to undertake the fieldwork for the HILDA Survey. Specifically, an inter-
viewer must make at least six calls to a household in a particular fieldwork period 
before they can return the household to the office with an inconclusive outcome 
(such as a non-contact), and then up to a further 6 calls after making contact to 
interview sample members. This provides two further definitions.
�� Definition D: 7 or more calls were made to the household by the time the indi-

vidual was interviewed.
�� Definition E: 13 or more calls were made to the household by the time the indi-

vidual was interviewed.
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Figure 2 shows the proportion of interviews that were hard-to-get according to each 
of these five definitions, and how this has varied over time. Approximately 10 per-
cent of interviews required a follow-up period of fieldwork to achieve the interview 
(definition A); though there is a noticeable decline in this proportion in later waves 
(waves 11 to 14). Only about half of these follow-up cases were due to an initial 
refusal (definition C) in the early waves, but this rises to around 70 percent in waves 
9 to 14. This shift coincides with a change in fieldwork provider, which occurred 

Figure 1	 Distribution of calls made before interviewing sample member, waves 
9 to 14 combined
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Figure 2	 Percentage of Interviewed Cases That Were ‘Hard-to-Get’, by Wave
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after wave 8, suggesting either a change in re-issuing practice or a greater ability 
on the part of the new provider to convert initial refusals to interviews. The propor-
tion of cases interviewed after the New Year (definition B) each wave is relatively 
small (2 to 4 percent) and varies somewhat wave to wave. The proportion of cases 
defined as hard-to-get when using call counts varies substantially depending on 
the particular call threshold applied. Using a cut-off of 7 or more calls to define a 
hard-to-get case (definition D) results in 9 to 13 percent of the interviewed cases 
being classified as hard-to-get. When the higher cut-off of 13 or more calls is used 
(definition E), the proportion of interviewed cases defined as hard-to-get declines 
to just 1 to 2 percent. 

Assessing the Impact of Pursuing Hard-to-Get Cases

Multinomial logistic models of the three interview outcomes at wave t – easy-to-get 
interview, hard-to-get interview, and not interviewed – are used to assess whether 
the hard-to-get cases are appreciably different from the easy-to-get cases (research 
question 1). We include a range of personal and household characteristics, all mea-
sured at wave t-1, that are often found to be associated with non-response (see Wat-
son & Wooden, 2009). These include: age (in 10-year bands), sex, marital status (6 
categories), number of adults living in the household, number of children (aged less 
than 15) living in the household, education level (6 categories), country / region of 
birth (3 categories), whether the sample member has a restrictive long-term health 
condition, area of residence (9 categories), employment status (6 categories), real 
equivalized (i.e., household size adjusted) gross annual (financial year) household 
income (with missing values imputed; see Hayes & Watson, 2009), whether an 
owner-occupier of a home, whether the household moved between waves t-1 and t, 
and a set of wave indicators. 

Missing data on covariates resulted in the loss of just 520 observations (0.7 
percent) from the models employing the first three definitions of hard-to-get, leav-
ing a total of 77,315 person-wave observations. For the last two hard-to-get defi-
nitions, a further 54 person-wave observations were dropped due to missing call 
record information. To allow repeated observations on the same individuals, the 
multinomial logistic models are fitted as two-level hierarchical models where level 
1 is the wave observation and level 2 is the individual. Two random effects, which 
were allowed to be correlated, were assumed for the different interview outcomes.

To assess whether individuals are hard-to-get repeatedly over time simply 
because of their particular socio-demographic characteristics (research question 2), 
we rerun the above set of multinomial logit models and include an indicator vari-
able for whether the individual was hard-to-get in wave t-1. 

Finally, we test whether excluding the hard-to-get cases materially affects key 
estimates from the study (research question 3). We examine whether the different 
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sample curtailment strategies are associated with significant differences in selected 
personal and household characteristics, and assess whether these differences can be 
eliminated through the application of survey weights constructed for the reduced 
sample under each of the five curtailment strategies that only contains the easy-
to-get cases. We then similarly test for differences in responses to 15 selected esti-
mates of change over time. The weights used relate to a “balanced” panel of respon-
dents from wave 1 to 14 where the hard-to-get cases have been dropped from wave 
9 onwards. The balanced panel weights were constructed by adjusting the wave 
1 cross-sectional weights for attrition from wave 1 to wave 14 (by multiplying by 
the inverse of the response propensity that is modelled on a range of wave 1 socio-
economic characteristics and some post-wave 1 mobility information where avail-
able). The weights are then calibrated to a set of external wave 1 totals. This follows 
the same methodology employed to construct the regular HILDA Survey weights 
(Watson, 2012). Standard errors of the difference between the full sample and the 
truncated sample (i.e., after excluding the hard-to-get cases) for each definition of 
hard-to-get, were calculated using jackknife estimation with 45 replicates.

To ensure that all definitions are examined across the same timeframe, all 
analyses that follow are restricted to the outcomes observed in waves 9 to 14.

Results
Are the Hard-to-Get Cases Different From Other Cases?

The coefficients from the estimation of multinomial logit regression models with 
random effects predicting interview outcomes are shown in Table 1. Separate esti-
mates are provided for each of the five definitions of hard-to-get. 

Regardless of the definition used, the hard-to-get group is distinctly differ-
ent from both the easy-to-get and the non-respondents. Compared to easy-to-get 
respondents, hard-to-get respondents tend to be younger, single, live in a household 
with three or more adults, less educated, born in a non-English-speaking coun-
try, have higher incomes, not have a restrictive long-term health condition and live 
in households that have moved. The likelihood of being a hard-to-get case also 
increases with household income (though at a declining rate) and hours worked. 
Non-respondents when compared to easy-to-get cases, tend to be relatively young, 
live in larger households, have not completed high school and likely to live in 
households that have moved since the previous interview.
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How Persistent are Hard-to-Get Cases?

Do cases that require a lot of work in one wave require a lot of work in all waves? 
Figure 3 shows the proportion of hard-to-get cases at one wave that are interviewed 
in subsequent waves but were hard-to-get. It shows that the level of reoccurrence 
is relatively low, with 9 to 24 percent of hard-to-get cases in one wave classified as 
hard-to-get in the next wave, and the rate of persistence in being classified as hard-
to-get declines over time, with 5 to 17 percent classified as hard-to-get four waves 
later. The large majority (75 to 90 percent, depending on the hard-to-get definition 
used) of hard-to-get cases are classified as easy-to-get in the next wave. 

Does the relatively small amount of persistence observed in the hard-to-get 
cases remain after controlling for respondent characteristics? To test this, we mod-
ify the model presented in Table 1 (which predicts whether a case will be easy-to-
get, hard-to-get or a non-respondent) and include an indicator of whether the indi-
vidual was hard-to-get in the prior wave (when the other characteristics included in 
the model were measured). Table 2 reports the estimated coefficients and mean pre-
dicted probabilities for this variable. We find a strong negative association between 
being hard-to-get in one wave and being easy-to-get in the next. The predicted 
probability, holding all else constant, of being an easy-to-get case (using definition 
A; i.e., whether they require follow-up work or not) for those who were easy-to-
get in the previous wave is 89.1 percent. This compares with 80.9 percent of those 
who were previously hard-to-get. The differences in the predicted probabilities are 
similar for the other four definitions; i.e., 7.2 percentage points for definition B, 8.4 
percentage points for definition C, 8.3 percentage points for definition D, and 6.5 
percentage points for definition E. 

In summary, the large majority of hard-to-get cases (over 80 percent under all 
definitions) are easy-to-get come the next survey wave. This is not to say, however, 
that there is no state persistence; a hard-to-get case is still much more likely (around 
twice as likely) to be hard-to-get next wave than an otherwise comparable case clas-
sified as easy-to-get. 

Can the Differences in Hard-to-Get Cases be Corrected by 
Weighting?

Finally, we examine whether the differences between estimates obtained using only 
the easy-to-get cases and those obtained using both the easy-to-get and hard-to-
get cases can be eliminated by applying weights generated specifically for each 
truncated sample. We first consider the impact fieldwork effort has on the personal 
and household characteristics included in Table 1 (with the exception of residential 
mobility, which is included later in Table 4). Table 3 reports the unweighted and 
weighted estimates for these variables, measured as of 2014 (i.e., in wave 14). 
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Figure 3	 Average Percentage of Hard-to-Get Interviewed Cases in Future 
Waves Conditional on Being Hard-to-Get in Wave t
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Table 2	 Coefficient and Predicted Probabilities for Hard-to-Get in Prior Wave 
in Multinomial Logit Model of Interview Outcome with Random 
Effects

Easy-to-get at t Non-respondent at t

Mean predicted  
probability

Mean predicted  
probability

Hard-to-get in wave t-1 Coeff
Hard  
at t-1

Easy  
at t-1 Coeff

Hard  
at t-1

Easy  
at t-1

Definition A: Follow-up stage -0.800** 80.9 89.1 0.059 6.9 4.0
Definition B: Post New Year -1.205** 86.2 93.4 -0.238* 7.9 4.2
Definition C: Initial refuser -0.936** 82.4 90.8 0.003 7.3 4.1
Definition D: 7+ calls to interview -0.714** 80.2 88.4 0.181* 6.9 3.8
Definition E: 13+ calls to interview -1.315** 88.5 95.0 -0.188 9.2 4.2

Note: Models include controls for all the covariates shown in Table 1. # p<0.10; * p<0.05; 
** p<0.01.

The weights used to calculate these estimates are for the sample of individu-
als interviewed in both wave 1 and wave 14, and interviewed in every intervening 
wave. We describe this as the full balanced panel, though strictly speaking the 
sample is not completely balanced – respondents that moved abroad and subse-
quently returned to Australia were also retained. For the curtailed samples, cases 
that were hard-to-get in any wave between 9 and 14 are dropped from the balanced 
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panel. The full balanced panel from wave 1 to 14 includes 6707 individuals. This 
declines to 6572 when cases requiring 13 or more calls (definition E) are excluded 
(a 2 percent reduction), or 6245 cases if the post New Year fieldwork (definition B) 
is dropped (a 7 percent reduction). Greater reductions in the sample occur when 
the broader definitions of hard-to-get are used. The balanced panel contains 5661 
cases if all initial refusers (definition C) are dropped (a 16 percent reduction), 5225 
cases if all follow-up fieldwork (definition A) is abandoned (a 22 percent reduction), 
or 5046 cases if cases requiring 7 or more calls (definition D) are dropped (a 25 
percent reduction).

The unweighted and weighted estimates for the personal and household vari-
ables for the full balanced panel are presented in the first two columns of Table 3. 
The weighted estimates are constructed by weighting the responses provided by 
both easy- and hard-to-get cases by the wave 1 to 14 balanced panel weight available 
in the HILDA Survey dataset. The unweighted estimates are similarly restricted to 
cases that have a positive balanced panel weight to aid comparison of the weighted 
and unweighted estimates. The following columns in the table provide (for each 
definition of hard-to-get): i) the difference between the unweighted estimate for 
the full balanced panel and the unweighted estimate obtained after dropping the 
relevant hard-to-get cases from waves 9 to 14; and ii) the difference between the 
weighted estimate for the full balanced panel and the estimate obtained by apply-
ing the recalculated balanced panel weight after dropping the relevant hard-to-get 
cases from waves 9 to 14. The estimates are marked to indicate the p-value for the 
two-sided z-test for whether this difference is statistically different from zero (# 
p<0.10; * p<0.05; ** p<0.01). 

We find that the definition of hard-to-get that shows the largest number of dif-
ferences in the unweighted estimates is the curtailment strategy that drops the most 
cases (definition D which drops cases requiring 7 or more calls) and is least able 
to be corrected by the weights. The curtailment strategy affecting the personal and 
household estimates the least is definition E, which drops people requiring 13 or 
more calls. Further, these estimates are most amenable to correction by the appli-
cation of weights (while one estimate is not corrected, this is expected by chance 
alone). Nevertheless, this strategy involves a very small decline in the number of 
cases followed, and hence the potential for costs savings is commensurately small. 
Arguably, our results suggest that the best curtailment strategy in terms of maxi-
mising sample reduction (and thus saving fieldwork effort) while minimising the 
effect on estimates is strategy A (not pursuing persons into the follow-up fieldwork 
phase). However, application of weights is still unable to correct for differences 
observed on at least three variables (age, country of birth and income). 

Next we focus on a subset of variables that relate to change over time, some 
of which have been much analyzed by users of the HILDA Survey data. The first 
five estimates relate to changes in the family: the proportion who got married in the 
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last five years; the proportion who separated from a marriage or were widowed in 
the last 5 years; the proportion that began a de facto relationship in the last year; 
the proportion who had a new birth in the last year; and the proportion who had a 
new birth in the last 5 years. There is one measure relating to income: the increase 
in the 5-year average income between the start and end of the panel (i.e., 2001-05 
versus 2010-14). There are four estimates related to employment: whether a new job 
was started in the last year; whether retired in the last year; for those self-employed 
in 2009, the proportion that switched to being an employee by 2014; and for those 
who were employees in 2009, the proportion that transitioned to self-employment 
by 2014. In terms of health, we include the proportion of people who experienced 
the onset of a long-term health condition between 2009 and 2014. The final group 
of four estimates relate to housing: the proportion who moved house in the last 
year; the proportion who moved house in the last five years; the proportion who 
transitioned from living in a home that was not owned (i.e., was rented or provided 
rent-free) to one that was owned between 2009 and 2014; and the proportion who 
transitioned from living in a home that was owned to one that was not between 
2009 and 2014.

The population estimates for the subset of variables are presented in the first 
column of Table 4. These estimates are constructed by weighting the responses pro-
vided by easy- and hard-to-get cases (the full balanced panel) by the wave 1 to 14 
balanced panel weight available in the HILDA Survey dataset. Subsequent columns 
in the table provide (for each definition of hard-to-get): i) the difference between 
this first population estimate and the one obtained by applying the recalculated bal-
anced panel weight after dropping the relevant hard-to-get cases from waves 9 to 
14; and ii) the p-value for the two-sided z-test for whether this difference is statisti-
cally equivalent to zero. 

We find that the impact of dropping the hard-to-get cases on the selected 15 
population estimates is minimal when using the definition involving the loss of 
fewest cases (definition E); the estimated differences are both very small and a long 
way from statistically significant. Use of any of the other four definitions, which all 
involve larger sample losses, results in larger changes in the population estimates. 
Interestingly, curtailment strategy A, which above we suggested was the best strat-
egy in terms of maximising the reduction in fieldwork effort while having the least 
impact on the estimates, now appears to be the one that results in the most harm to 
these estimates of change over time. In general, there is evidence of biases in favour 
of stability rather than change. For example, the increase in 5-year average income 
is understated by 6 percent under definition B, 7 percent under definition D, and 10 
percent under both definitions A and C. Similarly, under all four of these curtail-
ment strategies the easy-to-get cases are significantly less likely to move house and 
to separate from marriages.



methods, data, analyses | Vol. 13(2), 2019, pp. 199-222 214 

Ta
bl

e 
3	

Es
tim

at
es

 o
f W

av
e 

14
 (2

01
4)

 P
er

so
na

l a
nd

 H
ou

se
ho

ld
 C

ha
ra

ct
er

ist
ic

s a
nd

 th
e 

Eff
ec

t o
f E

xc
lu

di
ng

 H
ar

d-
to

-G
et

 C
as

es

Es
tim

at
e 

ba
se

d 
on

 fu
ll 

ba
la

nc
ed

 
pa

ne
l

D
iff

er
en

ce
 in

 e
st

im
at

e 
w

he
n 

ha
rd

-to
-g

et
 c

as
es

 e
xc

lu
de

d

A
: F

ol
lo

w
-u

p 
st

ag
e

B:
 P

os
t N

ew
 

Ye
ar

C:
 In

iti
al

  
re

fu
se

r
D

: 7
+

 c
al

ls
 to

 
in

te
rv

ie
w

E:
 1

3+
 c

al
ls

 to
 

in
te

rv
ie

w

C
ha

ra
ct

er
is

tic
U

nw
td

W
td

U
nw

td
a

W
td

b
U

nw
td

a
W

td
b

U
nw

td
a

W
td

b
U

nw
td

a
W

td
b

U
nw

td
a

W
td

b

Ag
e 

gr
ou

p 
(b

as
e=

15
-2

4)
25

-3
4

9.
4

13
.9

-0
.5

**
-0

.3
**

-0
.5

**
-0

.2
#

-0
.4

*
-0

.2
*

-0
.9

**
-0

.2
-0

.1
0.

0
35

-4
4

16
.4

18
.9

-0
.4

-0
.4

*
-0

.2
-0

.1
-0

.9
**

-0
.3

#
-1

.3
**

-0
.7

**
-0

.1
-0

.1
45

-5
4

23
.3

20
.6

0.
1

0.
4

0.
2

0.
2

-0
.2

0.
4#

-1
.3

**
0.

2
-0

.2
#

0.
0

55
-6

4
21

.6
20

.1
0.

0
0.

2
0.

2
0.

2
0.

3
0.

1
-0

.1
0.

2
0.

1#
0.

2#
65

+
29

.4
26

.5
0.

8*
0.

1
0.

3#
-0

.1
1.1

**
0.

1
3.

6*
*

0.
5#

0.
2*

*
0.

0
Fe

m
al

e
54

.6
51

.3
0.

0
0.

0
0.

1
0.

0
-0

.1
-0

.1
0.

7*
*

0.
1

0.
0

0.
0

M
ar

ita
l s

ta
tu

s (
ba

se
=

m
ar

ri
ed

)
D

e 
fa

ct
o

9.7
10

.6
-0

.2
-0

.2
-0

.1
-0

.1
-0

.1
0.

1
-0

.9
**

-0
.7

*
0.

0
0.

0
Se

pa
ra

te
d

3.
6

3.
4

0.
0

0.
0

0.
0

0.
0

-0
.1

-0
.1

-0
.3

#
-0

.2
0.

0
0.

0
D

iv
or

ce
d

8.
5

7.6
0.

1
0.

0
0.

1
0.

1
0.

0
-0

.1
-0

.1
-0

.3
0.

0
0.

0
W

id
ow

ed
7.

8
7.1

0.
1

-0
.2

-0
.1

-0
.2

0.
1

-0
.2

0.
7*

*
0.

0
0.

1*
*

0.
0

N
ev

er
 m

ar
rie

d 
&

 n
ot

 li
vi

ng
 w

ith
 p

ar
tn

er
9.

6
11

.5
-0

.2
-0

.2
-0

.3
**

-0
.2

0.
0

0.
0

-0
.3

0.
1

0.
0

0.
0

N
um

be
r o

f a
du

lts
 (b

as
e=

1 
ad

ul
t)

2 
ad

ul
ts

54
.6

56
.5

-0
.5

-0
.2

0.
0

0.
2

0.
1

0.
0

0.
7#

-0
.1

0.
0

-0
.1

3 
ad

ul
ts

12
.6

12
.9

0.
5*

0.
5

0.
2*

0.
3#

0.
2

0.
5#

-0
.3

0.
3

-0
.1

-0
.1

4 
or

 m
or

e 
ad

ul
ts

10
.3

8.
9

0.
1

0.
1

0.
2#

0.
2

-0
.2

-0
.1

-0
.9

**
-0

.2
0.

0
0.

1



215 Watson/Wooden: Chasing Hard-to-Get Cases in Panel Surveys

Es
tim

at
e 

ba
se

d 
on

 fu
ll 

ba
la

nc
ed

 
pa

ne
l

D
iff

er
en

ce
 in

 e
st

im
at

e 
w

he
n 

ha
rd

-to
-g

et
 c

as
es

 e
xc

lu
de

d

A
: F

ol
lo

w
-u

p 
st

ag
e

B:
 P

os
t N

ew
 

Ye
ar

C:
 In

iti
al

  
re

fu
se

r
D

: 7
+

 c
al

ls
 to

 
in

te
rv

ie
w

E:
 1

3+
 c

al
ls

 to
 

in
te

rv
ie

w

C
ha

ra
ct

er
is

tic
U

nw
td

W
td

U
nw

td
a

W
td

b
U

nw
td

a
W

td
b

U
nw

td
a

W
td

b
U

nw
td

a
W

td
b

U
nw

td
a

W
td

b

N
um

be
r o

f c
hi

ld
re

n 
(b

as
e=

0 
ch

ild
re

n)
1 

ch
ild

9.
8

10
.7

-0
.2

-0
.2

-0
.1

-0
.1

-0
.4

*
-0

.2
-0

.5
*

0.
0

-0
.1

0.
0

2 
ch

ild
re

n
10

.0
11

.3
0.

2
0.

4
0.

1
0.

5*
*

-0
.2

0.
2

-0
.8

**
-0

.2
0.

1
0.

1*
3 

or
 m

or
e 

ch
ild

re
n

4.
5

5.
2

0.
0

0.
1

-0
.1

-0
.1

-0
.2

0.
0

0.
2

0.
5*

*
-0

.1
-0

.1

H
ig

he
st

 le
ve

l o
f e

du
ca

tio
n 

(b
as

e=
Ye

ar
 1

1 
or

 b
el

ow
)

Ye
ar

 1
2

10
.9

12
.4

-0
.1

-0
.1

-0
.1

-0
.1

-0
.3

-0
.1

-0
.6

*
-0

.5
#

0.
0

0.
0

C
er

t I
II

 o
r I

V
22

.4
22

.9
-0

.1
0.

0
0.

0
0.

0
-0

.3
-0

.2
0.

0
0.

2
0.

0
0.

0
D

ip
lo

m
a

10
.6

10
.4

-0
.2

-0
.1

0.
1

0.
2

-0
.1

0.
1

-0
.3

0.
1

0.
0

0.
1

G
ra

du
at

e
13

.9
14

.3
0.

0
-0

.2
0.

1
0.

3
0.

1
0.

0
-0

.8
*

-0
.4

0.
0

0.
0

Po
st

 g
ra

du
at

e
12

.7
11

.7
-0

.2
-0

.1
-0

.3
*

-0
.4

*
0.

2
0.

1
-0

.6
*

0.
1

0.
0

0.
0

C
ou

nt
ry

 o
f b

ir
th

 (b
as

e=
Au

st
ra

lia
)

M
ai

n 
En

gl
is

h-
sp

ea
ki

ng
 c

ou
nt

ry
11

.1
10

.3
-0

.1
0.

0
0.

0
-0

.1
0.

1
-0

.1
0.

1
0.

0
0.

0
0.

0
N

ot
 m

ai
n 

En
gl

is
h-

sp
ea

ki
ng

 c
ou

nt
ry

11
.2

14
.8

-0
.5

#
-1

.0
**

-0
.2

#
0.

0
-0

.2
-0

.6
*

-1
.0

**
-1

.4
**

0.
0

-0
.1

Lo
ng

 te
rm

 h
ea

lth
 c

on
di

tio
n

36
.4

35
.3

1.1
**

0.
7#

0.
4*

0.
2

0.
8*

*
0.

3
2.

5*
*

1.1
**

0.
3*

*
0.

1

Ar
ea

 o
f r

es
id

en
ce

 (b
as

e=
M

aj
or

 c
ity

: S
yd

ne
y)

M
aj

or
 c

ity
: M

el
bo

ur
ne

16
.1

17
.1

1.
0*

*
0.

3#
0.

2
0.

1
0.

5*
0.

3
-1

.6
**

-0
.2

-0
.2

0.
0

M
aj

or
 c

ity
: B

ris
ba

ne
8.

0
8.

3
-0

.2
0.

2
-0

.1
0.

0
-0

.2
0.

2
0.

1
0.

0
0.

0
0.

0
M

aj
or

 c
ity

: A
de

la
id

e
5.

9
5.

2
-0

.3
0.

0
0.

0
0.

0
-0

.1
0.

0
0.

1
0.

0
0.

1*
0.

0
M

aj
or

 c
ity

: P
er

th
6.

8
6.

8
-0

.2
-0

.1
-0

.1
-0

.2
0.

0
-0

.2
-0

.6
**

-0
.5

*
0.

0
0.

0

Ta
bl

e 
3 

co
nt

in
ue

d



methods, data, analyses | Vol. 13(2), 2019, pp. 199-222 216 

Es
tim

at
e 

ba
se

d 
on

 fu
ll 

ba
la

nc
ed

 
pa

ne
l

D
iff

er
en

ce
 in

 e
st

im
at

e 
w

he
n 

ha
rd

-to
-g

et
 c

as
es

 e
xc

lu
de

d

A
: F

ol
lo

w
-u

p 
st

ag
e

B:
 P

os
t N

ew
 

Ye
ar

C:
 In

iti
al

  
re

fu
se

r
D

: 7
+

 c
al

ls
 to

 
in

te
rv

ie
w

E:
 1

3+
 c

al
ls

 to
 

in
te

rv
ie

w

C
ha

ra
ct

er
is

tic
U

nw
td

W
td

U
nw

td
a

W
td

b
U

nw
td

a
W

td
b

U
nw

td
a

W
td

b
U

nw
td

a
W

td
b

U
nw

td
a

W
td

b

M
aj

or
 c

ity
: o

th
er

8.
7

9.1
0.

5*
0.

3
0.

0
0.

1
0.

4*
0.

2
0.

9*
*

0.
4#

0.
0

0.
1

In
ne

r r
eg

io
na

l
27

.3
23

.8
-0

.2
-0

.2
0.

2
0.

1
-0

.1
-0

.2
1.

8*
*

0.
6#

0.
2*

*
0.

1
O

ut
er

 re
gi

on
al

11
.3

10
.0

-0
.6

#
-0

.2
0.

0
0.

1
-0

.3
0.

0
1.1

**
0.

5*
0.

1
0.

0
Re

m
ot

e
1.

4
1.

4
-0

.2
#

-0
.1

-0
.1

0.
0

-0
.1

-0
.1

0.
0

0.
0

0.
0

0.
0

Em
pl

oy
m

en
t s

ta
tu

s (
ba

se
=

no
t i

n 
la

bo
ur

 fo
rc

e)
Em

pl
oy

ed
, w

or
ki

ng
 <

=3
4 

hr
s

19
.1

18
.2

0.
4*

0.
5#

0.
0

0.
1

0.
1

0.
4#

-0
.3

0.
5

0.
0

0.
0

Em
pl

oy
ed

, w
or

ki
ng

 3
5-

44
 h

rs
23

.5
25

.4
-0

.5
#

-0
.4

-0
.2

-0
.1

-0
.7

**
-0

.6
-1

.8
**

-1
.0

*
0.

0
0.

0
Em

pl
oy

ed
, w

or
ki

ng
 4

5-
54

 h
rs

10
.2

11
.1

-0
.6

**
-0

.4
-0

.1
0.

0
-0

.4
**

-0
.2

-0
.8

**
0.

2
-0

.1#
0.

0
Em

pl
oy

ed
, w

or
ki

ng
 5

5+
 h

rs
5.

6
5.

8
-0

.4
#

-0
.2

-0
.1

-0
.1

-0
.2

#
-0

.1
-0

.7
**

-0
.5

#
-0

.1
-0

.1
U

ne
m

pl
oy

ed
1.7

1.
8

-0
.1

-0
.1

0.
0

0.
1

-0
.1#

0.
0

-0
.3

**
-0

.2
#

0.
0

0.
0

Eq
ui

va
liz

ed
 H

H
 in

co
m

e 
(/1

05 )
44

,3
82

45
,0

57
-1

60
1*

*
-1

62
7*

*
-7

91
#

-9
17

*
-1

18
3*

*
-1

26
4*

-2
01

7*
*

-1
33

7*
-2

80
*

-1
53

O
w

ne
r o

cc
up

ie
r

77
.1

74
.1

0.
2

0.
7#

0.
4*

0.
1

0.
3

0.
2

1.
3*

*
1.

4*
*

0.
1

-0
.1

N
ot

es
: a

 –
 T

he
 d

iff
er

en
ce

 b
et

w
ee

n 
th

e 
un

w
ei

gh
te

d 
es

tim
at

e 
us

in
g 

ea
sy

- a
nd

 h
ar

d-
to

-g
et

 c
as

es
 a

nd
 th

e 
un

w
ei

gh
te

d 
es

tim
at

e 
th

at
 w

ou
ld

 b
e 

ob
ta

in
ed

 
if 

no
 in

te
rv

ie
w

s 
ha

d 
be

en
 c

om
pl

et
ed

 w
ith

 th
e 

ha
rd

-to
-g

et
 c

as
es

. b
 –

 T
he

 d
iff

er
en

ce
 b

et
w

ee
n 

th
e 

w
ei

gh
te

d 
(p

op
ul

at
io

n)
 e

st
im

at
e 

us
in

g 
ea

sy
- a

nd
 

ha
rd

-to
-g

et
 c

as
es

 a
nd

 th
e 

w
ei

gh
te

d 
(p

op
ul

at
io

n)
 e

st
im

at
e 

th
at

 w
ou

ld
 b

e 
ob

ta
in

ed
 if

 n
o 

in
te

rv
ie

w
s h

ad
 b

ee
n 

co
m

pl
et

ed
 w

ith
 th

e 
ha

rd
-to

-g
et

 c
as

es
.  

# 
p<

0.
10

; *
 p

<
0.

05
; *

* 
p<

0.
01

.

Ta
bl

e 
3 

co
nt

in
ue

d



217 Watson/Wooden: Chasing Hard-to-Get Cases in Panel Surveys

Ta
bl

e 
4	

Po
pu

la
tio

n 
Es

tim
at

es
 o

f S
el

ec
te

d 
W

av
e 

14
 (2

01
4)

 C
ha

ra
ct

er
ist

ic
s S

pe
ci

fic
 to

 C
ha

ng
e 

an
d 

th
e 

Eff
ec

t o
f E

xc
lu

di
ng

 H
ar

d-
to

-
G

et
 C

as
es

Po
pu

la
tio

n 
ch

ar
ac

te
ris

tic

Po
p.

 e
st

im
at

e 
ba

se
d 

on
 fu

ll 
ba

la
nc

ed
 

pa
ne

l

D
iff

er
en

ce
 in

 p
op

ul
at

io
n 

es
tim

at
e 

w
he

n 
ha

rd
-to

-g
et

 c
as

es
 e

xc
lu

de
d

A
: F

ol
lo

w
-u

p 
st

ag
e

B:
 P

os
t N

ew
 

Ye
ar

C:
 In

iti
al

  
re

fu
se

r
D

: 7
+

 c
al

ls
 to

 
in

te
rv

ie
w

E:
 1

3+
 c

al
ls

 to
 

in
te

rv
ie

w

D
iff

.a
p-

va
lu

e
D

iff
.a

p-
va

lu
e

D
iff

.a
p-

va
lu

e
D

iff
.a

p-
va

lu
e

D
iff

.a
p-

va
lu

e

Fa
m

ily
G

ot
 m

ar
rie

d 
in

 la
st

 5
 y

ea
rs

 (%
)

6.
4

-0
.3

0.
24

6
-0

.2
0.

36
7

-0
.2

0.
35

1
-0

.4
0.

19
9

-0
.1

0.
36

7
Se

pa
ra

te
d 

/ w
id

ow
ed

 fr
om

 m
ar

ria
ge

 in
 la

st
 5

 
ye

ar
s (

%
)

5.
5

-0
.8

0.
00

0
-0

.4
0.

01
1

-0
.8

0.
00

0
-0

.7
0.

00
3

-0
.1

0.
42

7
B

eg
an

 d
e 

fa
ct

o 
re

la
tio

ns
hi

p 
in

 la
st

 y
ea

r (
%

)
1.

3
-0

.2
0.

13
3

-0
.1

0.
17

8
-0

.1
0.

57
5

-0
.1

0.
32

7
0.

0
0.

77
8

H
ad

 c
hi

ld
 in

 la
st

 y
ea

r (
%

)
2.

3
0.

0
0.

79
7

-0
.1

0.
45

1
0.

0
0.

87
6

0.
1

0.
64

3
0.

0
0.

45
0

H
ad

 c
hi

ld
 in

 la
st

 5
 y

ea
rs

 (%
)

11
.8

0.
0

0.
93

4
-0

.1
0.

39
7

-0
.2

0.
29

0
0.

1
0.

87
3

-0
.1

0.
37

8

In
co

m
e

In
cr

ea
se

 in
 5

-y
ea

r a
ve

ra
ge

 fi
na

nc
ia

l y
ea

r 
in

co
m

e 
20

01
-0

5 
to

 2
01

0-
14

 ($
)b

81
23

-7
92

0.
01

3
-5

10
0.

02
1

-7
90

0.
01

7
-5

87
0.

04
8

-2
26

0.
17

7

Em
pl

oy
m

en
t

St
ar

te
d 

ne
w

 jo
b 

in
 la

st
 y

ea
r (

%
)c

12
.4

-0
.4

0.
30

6
-0

.3
0.

23
1

-0
.2

0.
51

4
-0

.4
0.

51
6

-0
.1

0.
34

8
Re

tir
ed

 in
 la

st
 y

ea
r (

%
)

1.
3

-0
.2

0.
04

8
0.

0
0.

37
0

-0
.1

0.
23

3
-0

.2
0.

10
2

0.
0

0.
32

4
Tr

an
sit

io
n 

fr
om

 se
lf-

em
pl

oy
ed

 in
 2

00
9 

to
 

em
pl

oy
ee

 in
 2

01
4 

(%
)d

30
.7

0.
8

0.
65

6
-0

.4
0.

56
8

0.
9

0.
44

1
-1

.1
0.

54
8

-0
.6

0.
29

8
Tr

an
sit

io
n 

fr
om

 e
m

pl
oy

ee
 in

 2
00

9 
to

 se
lf-

em
pl

oy
ed

 in
 2

01
4 

(%
)e

3.
9

-0
.1

0.
57

9
-0

.2
0.

20
0

-0
.3

0.
24

4
-0

.1
0.

72
5

-0
.1

0.
31

5



methods, data, analyses | Vol. 13(2), 2019, pp. 199-222 218 

Po
pu

la
tio

n 
ch

ar
ac

te
ris

tic

Po
p.

 e
st

im
at

e 
ba

se
d 

on
 fu

ll 
ba

la
nc

ed
 

pa
ne

l

D
iff

er
en

ce
 in

 p
op

ul
at

io
n 

es
tim

at
e 

w
he

n 
ha

rd
-to

-g
et

 c
as

es
 e

xc
lu

de
d

A
: F

ol
lo

w
-u

p 
st

ag
e

B:
 P

os
t N

ew
 

Ye
ar

C:
 In

iti
al

  
re

fu
se

r
D

: 7
+

 c
al

ls
 to

 
in

te
rv

ie
w

E:
 1

3+
 c

al
ls

 to
 

in
te

rv
ie

w

D
iff

.a
p-

va
lu

e
D

iff
.a

p-
va

lu
e

D
iff

.a
p-

va
lu

e
D

iff
.a

p-
va

lu
e

D
iff

.a
p-

va
lu

e

H
ea

lth
O

ns
et

 o
f l

on
g 

te
rm

 h
ea

lth
 c

on
di

tio
n 

b/
w

 2
00

9 
an

d 
20

14
 (%

)
17

.7
0.

4
0.

41
7

0.
0

0.
89

2
0.

2
0.

52
5

0.
6

0.
20

2
0.

2
0.

14
3

H
ou

si
ng

M
ov

ed
 b

/w
 2

00
9 

an
d 

20
14

 (%
)

39
.7

-1
.7

0.
00

0
-0

.5
0.

02
6

-1
.3

0.
00

0
-1

.7
0.

00
1

-0
.2

0.
09

1
M

ov
ed

 b
/w

 2
01

3 
an

d 
20

14
 (%

)
12

.3
-0

.7
0.

04
1

-0
.2

0.
17

3
-0

.1
0.

73
4

-0
.5

0.
14

5
0.

0
0.

82
5

Tr
an

sit
io

n 
fr

om
 n

ot
 li

vi
ng

 in
 o

w
ne

d 
ho

m
e 

in
 

20
09

 to
 li

vi
ng

 in
 o

w
ne

d 
ho

m
e 

in
 2

01
4 

(%
)f

28
.7

1.7
0.

02
8

0.
5

0.
25

1
0.

9
0.

18
9

2.
6

0.
00

5
-0

.1
0.

80
9

Tr
an

sit
io

n 
fr

om
 li

vi
ng

 in
 o

w
ne

d 
ho

m
e 

in
 2

00
9 

to
 n

ot
 li

vi
ng

 in
 o

w
ne

d 
ho

m
e 

in
 2

01
4 

(%
)g

8.
3

-0
.4

0.
29

3
-0

.3
0.

11
8

-0
.4

0.
25

7
-0

.5
0.

18
9

0.
1

0.
18

7

N
ot

es
: a

 –
 T

he
 d

iff
er

en
ce

 b
et

w
ee

n 
th

e 
po

pu
la

tio
n 

es
tim

at
e 

us
in

g 
ea

sy
- a

nd
 h

ar
d-

to
-g

et
 c

as
es

 a
nd

 th
e 

po
pu

la
tio

n 
es

tim
at

e 
th

at
 w

ou
ld

 b
e 

ob
ta

in
ed

 if
 

no
 in

te
rv

ie
w

s h
ad

 b
ee

n 
co

m
pl

et
ed

 w
ith

 th
e 

ha
rd

-to
-g

et
 c

as
es

. b
 –

 G
ro

ss
 (i

.e
., 

be
fo

re
 ta

x)
 a

nn
ua

l (
m

ea
su

re
d 

ov
er

 a
 fi

na
nc

ia
l y

ea
r; 

i.e
., 

1 
Ju

ly
 to

 3
0 

Ju
ne

) r
ea

l (
m

ea
su

re
d 

in
 2

00
1 

pr
ic

es
) p

er
so

na
l i

nc
om

e.
 c

 –
 E

m
pl

oy
ed

 p
er

so
ns

 o
nl

y.
 d

 –
 S

el
f-e

m
pl

oy
ed

 p
er

so
ns

 o
nl

y.
 e

 –
 E

m
pl

oy
ee

s o
nl

y.
 f 

– 
N

on
-

ho
m

e 
ow

ne
rs

 o
nl

y.
 g

 –
 H

om
e 

ow
ne

rs
 o

nl
y.

Ta
bl

e 
4 

co
nt

in
ue

d



219 Watson/Wooden: Chasing Hard-to-Get Cases in Panel Surveys

Discussion
This paper has examined the effect of pursuing hard-to-get cases in a panel setting. 
We used data from waves 9 to 14 of the HILDA Survey and applied five differ-
ent definitions of being hard-to-get (based on time in field, whether a refusal was 
initially obtained, or the number of calls required to achieve the interview). Using 
different definitions provides a test of the sensitivity of the findings to different pos-
sibilities of curtailing the fieldwork effort. Our results suggest three key findings.

First, survey respondents who are hard-to-get, regardless of the definition 
used, are distinctly different from those who are easy-to-get. This means that in 
pursuing the hard-to-get cases, we are not simply bringing into the sample more of 
the same and thus replicating the biases that exist in the sub-sample of early-to-get 
cases. 

Second, being hard-to-get is mostly not a persistent state. The vast majority of 
sample members who are hard-to-get in one wave (80 to 90 percent) will be easy-
to-get in the next wave. This suggests that difficulty obtaining interviews with a 
case in one wave is largely situational and such cases will not routinely be difficult 
to interview over a longer time span. 

Third, we have uncovered evidence that it is possible to curtail some elements 
of fieldwork – notably capping the number of call attempts to no more than 12 – 
without noticeably affecting population estimates. That is, any biases that might 
arise can be largely rectified through the use of appropriate sample weights. This 
conclusion, as might be expected, applies to the definition of hard-to-get involving 
the smallest decline in sample size. When we consider other more significant cur-
tailment strategies involving greater sample losses, and hence greater cost savings, 
however, the effects on population estimates are more serious. The sample that is 
lost through these more expansive curtailment strategies tends to be those who 
have experienced greater change in their lives. Even with the curtailment strategy 
involving the second smallest decline in the sample size (via dropping the post New 
Year fieldwork) where the wave-specific estimates can be corrected by weighting, 
the estimates relating to change over time could not be. Of course, it is not just the 
number of cases that are dropped that is important, but also what type of cases are 
dropped. A limitation inherent in examining different definitions of ‘hard-to-get’ is 
that they will result in different numbers of cases being dropped. However, for the 
two curtailment strategies that did involve a similar decrease in the number of cases 
(A and D), we find evidence of different impacts. That is, the curtailment strategy 
that restricts the number of calls to 6 resulted in substantially more differences in 
the unweighted and weighted wave-specific estimates but fewer differences in esti-
mates of change over time than the strategy that involved no follow-up fieldwork.

So has devoting effort to chasing hard-to-get cases in the HILDA Survey been 
worth it? Our answer is a qualified yes. Hard-to-get cases have characteristics that 
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are, on average, quite different from other respondents, suggesting that failure to 
obtain interviews with them would likely introduce biases into the sample. At the 
same time, most of these more costly cases are not high cost every year. One quali-
fication is that our simulations suggest that the number of calls to a household could 
be limited to 12 without significant losses to the sample integrity. This strategy, 
however, results in a relatively modest reduction in overall sample size (just 2 per-
cent). That said, it is also important to bear in mind that we have only examined the 
effect of curtailment on a limited set of population estimates; it may be that even 
very modest curtailment strategies could have significant effects on other estimates. 

We expect that these findings are relevant to other longitudinal surveys that 
employ face-to-face, telephone and possibly even online methodologies. While the 
definitions of hard-to-get versus easy-to-get may need to change (especially for 
online surveys), this study has shown that the findings are similar across defini-
tions. Not pursuing the hard-to-get cases could cause biases in estimates that are 
not able to be eliminated through weighting, and these biases tend to favour stabil-
ity rather than change over time. We encourage researchers to replicate this analy-
sis with other longitudinal studies. We also encourage use of other definitions of 
‘hard-to-get’, such as the number of calls to first contact and the use of reminder 
emails or texts (in online surveys).

Finally, we note that we have restricted our attention to potential fieldwork 
modifications that standardize fieldwork protocols across all cases. An alternative, 
known as responsive design, is to focus the extended effort only on those cases 
thought most likely to reduce the bias in key estimates or improve the efficiency 
of the estimates (Groves & Heeringa 2006; Schouten, Peytchev, & Wagner 2017; 
Tourangeau et al. 2016). This, however, is far from straightforward in longitudinal 
surveys or in surveys that cover a wide number of subject domains. Another chal-
lenge for all curtailment strategies is that it would require survey funders to shift 
their focus from response rates as a measure of survey quality to other quality mea-
sures (Kreuter 2013). 
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Abstract
People’s willingness to share data with researchers is the fundamental raw material for 
most social science research. So far, survey researchers have mainly asked respondents 
to share data in the form of answers to survey questions but there is a growing interest in 
using alternative sources of data. Less is known about people’s willingness to share these 
other kinds of data. In this study, we aim to: 1) provide information about the willingness 
of people to share different types of data; 2) explore the reasons for their acceptance or 
refusal, and 3) try to determine which variables affect the willingness to perform these 
additional tasks.
We use data from a survey implemented in 2016 in Spain, in which around 1,400 panel-
ists of the Netquest online access panel were asked about their hypothetical willingness to 
share different types of data: passive measurement on devices they already use; wearing 
special devices to passively monitor activity; providing them with measurement devices 
and then having them self-report the results; providing physical specimens or bodily fluids 
(e.g. saliva); others. Open questions were used to follow up on the reasons for acceptance or 
refusal in the case of the use of a tracker. 
Our results suggest that the acceptance level is quite low in general, but there are large dif-
ferences across tasks and respondents. The main reasons justifying both acceptance and 
refusal are related to privacy, security and trust. Our regression models also suggest that we 
can identify factors associated with such willingness. 
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The widespread adoption of digital technologies, especially those available on 
mobile devices, is expanding opportunities for survey researchers to enhance and 
extend survey measurement, whether through active or passive measurement (see 
Link et al., 2014). Much of the early research on exploiting these technologies for 
research has focused on small groups of volunteers. The challenge remains of 
using these features in the context of large-scale survey data collection. This paper 
extends that work by exploring stated willingness to provide a variety of types of 
additional information in the context of an opt-in panel in Spain. We explore will-
ingness across different types of requests that vary in the level of effort required 
and the degree of intrusiveness, to investigate what additional tasks respondents 
find more or less acceptable. We also explore reasons for willingness or unwilling-
ness to accept one particular task, installing software to passively track browsing 
behavior. Finally, we examine the correlates of willingness to accept these addi-
tional tasks. 

Background
The expansion of the Internet and the development of a range of new active and 
passive measurement tools, particularly on mobile devices, present a number of 
potentially exciting opportunities for survey researchers. As the AAPOR (2014) 
task force noted, “there are a wide array of applications and features available on 
these devices which can augment and in some cases even replace survey data” (see 
also Link et al., 2014). The AAPOR report addressed five potential uses of technol-
ogies to extend or replace surveys: 1) location or geo-positioning, 2) scanning and 
QR/barcode readers, 3) visual data capture (photos or video), 4) Bluetooth enabled 
devices and related technologies, and 5) mobile applications or “apps”. The report 
calls for “more assessments of auxiliary data collection capabilities,” specifically 
in terms of “respondent cooperation and compliance, data quality, and potential 
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sources of error” (AAPOR, 2014, p. 9). This paper is focused on the first of these 
issues.

There are several potential advantages of these new measurement opportuni-
ties for supplementing survey data, whether on mobile devices or on PCs. These 
include 1) reducing respondent burden (i.e., replacing survey questions with pas-
sive measurement, or providing easier ways to share information), 2) improving the 
quality of measurement (i.e., obtaining data that respondents find difficult to report 
or recall accurately), and 3) measuring new things (i.e., enhancing and extending 
measurement into new domains).

While a number of papers have argued for the benefits of the enhanced mea-
surement capabilities (see, e.g., Palmer et al., 2013; Raento, Oulasvirta, and Eagle, 
2009; Wrzus and Mehl, 2015), much of the research to date has focused on rela-
tively small samples of volunteers. A key challenge for the broader adoption of 
these new measurement tools in large-scale surveys relates to respondents’ willing-
ness to install apps, activate passive tracking, or do the additional tasks researchers 
ask of them. Further, for those tasks involving ongoing actions beyond the initial 
consent and installation, continued compliance with the request (or adherence to 
the protocol) is an additional concern. The mode in which the request is embedded 
may also be important: Burton (2016) reports a 34 percentage point lower con-
sent rate to administrative record linkages among those surveyed online than those 
interviewed face-to-face in the Understanding Society Innovation Panel.

Several studies have begun to explore these issues and test the feasibility of 
such additional tasks in the context of ongoing surveys. Most of these studies focus 
on a single task or technology. For example, some have explored willingness to 
permit GPS capture. Armoogum and colleagues (2013) asked respondents in the 
2007-8 French National Travel Survey (a face-to-face survey) about their willing-
ness to use a GPS device. About one-third (30%) said yes without conditions, while 
5% agreed as long as they could turn it off (the rest said no). Biler, Senk, and Win-
kerova (2013) asked respondents in a face-to-face survey in the Czech Republic 
about willingness to participate in a travel survey using GPS tracking. Only 8% said 
they were willing, with 25% uncertain, and 57% not willing. Joh (2017) reports on 
a pilot study using mail survey recruitment to a travel survey using a GPS-based 
smartphone app. Of those invited, 5.9% responded to the baseline survey. Of those 
who reported having a qualifying smartphone, 31.7% downloaded the app and pro-
vided some data (representing 1.3% of the original sample). 

Turning to online recruitment, Toepoel and Lugtig (2014) asked Dutch panel-
ists for the one-time capture of GPS coordinates: 26% of smartphone participants 
and 24% of PC participants agreed to such capture. In an online panel study of 
college students in the U.S., Crawford et al. (2013) reported that 58% said yes to a 
hypothetical question about GPS capture. In a subsequent wave, between 20% and 
33% of survey respondents (depending on the consent condition) provided usable 
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GPS data. The LISS Mobile Mobility Panel in the Netherlands recruited panel-
ists with smartphones to provide GPS data. Of those who completed the invitation 
survey (75% of invitees), 37% were willing to participate and 30% (81% of those 
willing) downloaded the app, activated Wi-Fi and GPS, and provided data for at 
least one day (Scherpenzeel, 2017). Invitations were restricted to those willing to 
use their smartphones for research; Antoun, Couper, and Conrad (2017) found that 
about 41% of LISS panelists were willing to use their smartphones for research.  

Other studies have examined the installation of a research app. McGeeney and 
Weisel (2015) report on a study in the Pew American Trends Panel. Panelists who 
used an eligible smartphone were randomized to a browser- or app-based version 
of an experience sampling survey, in which they were asked to complete a short 
survey twice a day for 7 days. For those in the app group, 76% agreed, and 80% 
of those installed the app (i.e., 61% of those invited). Completion rates for the 14 
surveys were significantly lower for the app group than the browser group. Johnson, 
Kelley, and Stevens (2012) explored a modular survey design that required instal-
lation of an app. Of the panelists who met the eligibility criteria (including use of a 
smartphone), 43% expressed willingness to do the modular survey and were sent a 
link to download the app. Of these, 37% (or 16% of qualified panelists) successfully 
downloaded the app, and 33% (14% of qualified panelists) completed one or more 
surveys. 

A few studies have attempted the collection of passive tracking (e.g., browser 
log) data. For example, de Reuver and Bouwman (2015) tried to recruit partici-
pants from a Dutch online access panel. An initial random sample of the panel 
did not yield sufficient panelists willing to install the tracker. They then targeted 
panelists who had previously agreed to the collection of log data. Among these, 
31% expressed willingness to allow capture of log data, 22% installed the app, and 
14% participated for the full four weeks of the study. The primary reason for non-
participation provided was related to privacy (16% of those who provided a reason), 
followed by a variety of situational factors (holidays, illness, etc.; 15%). Reasons 
for dropping out during the study were primarily related to technical issues such 
as battery drainage and reduced performance of the phone. Van Duivenvoorde and 
Dillon (2015) asked eligible respondents in an opt-in panel in the U.S. to partici-
pate in a follow-up study which required them to install passive tracking software. 
Among respondents who completed the baseline survey (32% of those invited), 
3.6% expressed willingness and 2.1% installed the software. Kissau and Fischer 
(2016) similarly invited members of a Swiss panel to install tracking software. Of 
those invited, 23% of the main and 8% of the boost sample respectively expressed 
interest in the study, while 10% of the main and 3% of the boost sample installed the 
tracking app. In a similar study in Spain using the same tracking app (Wakoopa; 
see https://wakoopa.com/) Revilla, Ochoa, and Loewe (2017) reported that between 
30% and 50% of loyal panelists who were invited agreed to install the tracker.

https://wakoopa.com/
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The capture of accelerometry data (often using stand-alone devices) is more 
common in large face-to-face surveys, with wide variation in agreement and com-
pliance rates. For instance, Lauderdale et al. (2014) report an initial agreement rate 
of 80.3% for a sleep actigraphy study, with 88.4% of those who consented (69.8% 
of those invited) providing usable data. Roth and Mindell (2008) reported a similar 
consent rate of 80.3%, with 47.7% of those consenting (38.3% of the initial sample) 
providing usable data (for other examples, see Hassani et al., 2014; Menai et al., 
2017; Gilbert et al., 2017). Howie and Straker (2016) conducted a review of trials 
involving accelerometer use among children, and reported compliance rates rang-
ing from 2% to 60%.

We know of only two studies that has attempted accelerometry measurement 
in an online study. The FLASHE study in the U.S. (see https://cancercontrol.cancer.
gov/flashe) recruited dyads of caregivers and their 12-17 year-old children partici-
pants from a commercial online access panel. Of those invited, 39% consented and 
were enrolled in the study. Of those who consented and were randomly assigned 
to the survey and accelerometer study, 59% completed the study (23% of invitees). 
In contrast, for those assigned to the survey-only group, 86% completed the study. 
Scherpenzeel (2017) reports a 57% willingness and 51% adherence rate to an accel-
erometry study in the Dutch LISS panel. 

Even more intrusive biomarker measures are often used in face-to-face surveys 
(e.g., McFall, Conolly, and Burton, 2014; Sakshaug, Couper, and Ofstedal, 2010), or 
as a follow up to telephone surveys (e.g., Boyle et al., 2010; Gautier et al. 2016), but 
few studies have tested biomarker measures in the context of Internet surveys. For 
instance, while biomonitors are increasingly being used to study alcohol consump-
tion among volunteers (see, e.g., Greenfield, Bond, and Kerr, 2015), we know of no 
studies that have tested this on general population samples, especially those with 
online participants. In one exception, Avendano, Scherpenzeel, and Machenbach 
(2011) undertook a small pilot in the LISS panel. Panelists were recruited for home 
cholesterol measurement, involving a finger-prick and blood spot measurement 
using a device designed for self-administration. Of the 200 panelists invited, 38 
(19% of invitees) returned a blood sample, 31 of whom (16% of invitees) provided 
valid data. Another subsample was asked to chew on a cotton swab and return the 
saliva sample for cortisol measurement. Of the 200 invited, 30 (15% of invitees) 
completed the task. 

Gatny, Couper, and Axinn (2013) tested the collection of saliva in an ongoing 
Internet diary study of young women. Saliva kits were mailed to 150 respondents 
who reported the end of a romantic relationship and were eligible to participate in 
the collection; 65% mailed back a saliva sample. Similarly, Etter and Bullen (2011) 
recruited 196 users of electronic cigarettes online, and mailed them a saliva kit: 
16% mailed back a saliva sample.

D:\melanie\AppData\Roaming\Microsoft\Word\cancercontrol.cancer.gov\flashe
D:\melanie\AppData\Roaming\Microsoft\Word\cancercontrol.cancer.gov\flashe
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Two other recent studies are relevant. Jäckle and colleagues (2017) invited pan-
elists in the Understanding Society Innovation Panel to download an app to scan 
receipts and report their spending over 4 weeks; 16.5% of respondents downloaded 
the app and completed the registration survey, and 12.8% used it at least once. Simi-
larly, Angrisani, Kapteyn, and Samek (2017) invited panelists in the Understanding 
America Study (UAS) to sign up to a customized financial aggregator website and 
provide financial information. Of those invited, 65% consented; 68% of those who 
consented (32% of those invited) signed up, and 38% of those (12% of those invited) 
linked one or more financial institutions. 

This brief review of selected studies shows a wide range of stated or actual 
willingness across a variety of tasks and settings. Many of the studies report rates 
of compliance without looking at reasons behind the decision or examining dif-
ferences between those who are or are not willing (some exceptions are reviewed 
below). Further, all these studies examine only a single request for additional data 
or technology use.

In one of the few studies to both explore reasons for unwillingness and exam-
ine socio-demographic correlates, Pinter (2015) asked members of an access panel 
in Hungary who used smartphones if they were willing to install a research app. 
In response to the initial request, 42% said they were unwilling, with a further 23% 
uncertain (the remaining 35% were willing). Those who were uncertain or unwill-
ing to install the research app were asked their reasons for not being willing, in a 
series of closed questions. Major reasons proffered by this group included (multiple 
mentions possible): not enough free time (61%); not enough information to decide 
(53%); concerns about extra costs of using an app (45%); would participate in some 
research activities but not others (44%); and concerns about battery use (43%). After 
additional persuasion aimed at these concerns, 57% eventually agreed to install 
the app. Pinter also found that behavioral variables (frequency of smartphone use, 
number of apps, use of GPS, etc.) were moderately but significantly correlated with 
willingness. In addition, significant but weak correlations of willingness with other 
socio-economic variables (including political orientation, age, labor force status, 
income, and frequency of socialization) were found.

Armoogum et al. (2013) examined demographic correlates of willingness to 
use a GPS device. They found that younger persons, males, those in smaller house-
holds, with higher income, with a computer in the household, and with more cars 
were more willing to participate. Biler et al. (2013) reported that those who used 
a shopping or travel discount card were more willing to agree to GPS tracking, as 
were those who used navigation features on their smartphone, those who use social 
networks, younger persons, and those in larger households. 

In a study among Netquest panelists in seven countries, Revilla and colleagues 
(2016) elicited panelists’ willingness to do three additional tasks: 1) share GPS 
location, 2) install an app, and 3) take a photo. Focusing on the data from Spain, 
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36% of smartphone owners who responded to the survey said they were definitely 
willing to install an app, while a further 27% said they were probably willing, and 
only 15% said definitely no. They found consistent significant negative effects of 
age on tolerance for additional tasks across countries, but not for other variables 
(gender, education, and household size) in multivariable models.

Keusch et al. (2017) used a vignette approach to vary features of the request to 
install a tracking app in a study among opt-in panel members in Germany. Overall 
they found that 64.5% would not be willing (0-5 on an 11-point scale), and 34.9% 
would definitely not be willing (0 on the scale) to install a tracking app. Factors 
that affected willingness included the sponsor of the study, the length of time that 
the tracker would be used, the size of the incentives, and the ability to turn off the 
tracker. 

Wenz, Jäckle, and Couper (2017) measured willingness to perform a variety 
of task in the Understanding Society Innovation Panel in the U.K. They found that 
willingness varied by task (e.g., 59.3% accelerometry capture, 36.7% GPS capture, 
and 25.5% tracking app). They found lower willingness for men, those with lower 
education, and those with higher security concerns. Jäckle and colleagues (2017) 
explored demographic and behavioral correlates of participation in a spending app 
study. They found that frequency of Internet and mobile device use, along with 
general cooperativeness with research, were predictors of participation in the app 
study. 

This review of the emerging literature illustrates some of the challenges of 
exploiting the technical capabilities of modern technology to enhance and extend 
measurement. The studies reveal considerable variation in willingness to use new 
technologies for research. But because each study looks at only a single technology 
or data collection activity, it is hard to determine if this variation is due to the type 
of request or other features of the design (such as the mode in which the request is 
made, or the sample on which the study is based). Further, there are inconsistent 
findings with regard to socio-demographic correlates of willingness, which again 
may vary by task. Relatively little attention has focused on behavioral and attitudi-
nal correlates of willingness. 

This paper adds to this literature by examining panel members’ stated willing-
ness to perform a variety of additional tasks. This allows us to explore variation 
both between tasks and between respondents. We expect the key factors affecting 
the decision to accept a task include privacy concerns and the effort (or burden) 
required. Because of the concern for privacy, we expect tasks in which respondents 
have control of the information provided to have higher levels of acceptance than 
tasks in which the information is provided automatically to the panel company. 
However, because of the level of effort required, we expect passive measurement to 
have higher levels of acceptance than active measurement. 
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Our focus here is on stated willingness, rather than actual compliance with 
the request. We expect that actual compliance rates will be lower than those based 
on expressed willingness. However, research has shown that stated willingness is 
a useful measure in its own right, especially if the goal is to examine reasons for 
and covariates of (un)willingness (see, e.g., Couper and Singer, 2013; Couper et al., 
2008, 2010). 

Methodology
Data

We use data on the self-reported willingness to complete a variety of different tasks 
in a web survey. The data was collected from the 15th of September to the 3rd of 
October 2016 using the Netquest opt-in panel in Spain (www.netquest.com).

Since 2014, Netquest has invited selected panelists to install a tracker (or 
“meter”) on the devices that they are using to go online (PCs, tablets or smart-
phones), and share (passively) with Netquest the information registered by this 
tracker (URLs of the web pages visited, time of the visits, ad exposure, and app use 
in the case of mobile devices) (see Revilla, Ochoa, and Loewe, 2016). In this paper, 
we only considered panelists who had not yet been invited to install the tracker. 
In addition, because the survey was also used for other experiments1, it focused 
on panelists who have Internet access through both a PC and smartphone. Panel 
profile information was used to send the invitation to panelists meeting this crite-
rion, and filter questions were used to verify such access. Cross quotas for age and 
gender were used to ensure that the distribution of these variables in the sample was 
similar to that observed in the full panel.

The survey contained a maximum of 69 questions. Respondents were able to 
proceed without providing an answer to the questions; however, they were not able 
to go back to a previous question. In addition to the questions on willingness to 
participate in different tasks, the survey included questions on trust and personal-
ity traits, as well as socio-demographic questions, and questions about the survey 
experience/context. The full survey (in Spanish) can be found at the following link: 
http://ww2.netquest.com/respondent/glinn/mobile2016.

In this paper, we focus on two sets of 10 questions on the willingness to par-
ticipate in different tasks. These questions were asked in different ways to different 
respondents, who were randomly assigned to answer through grids or item-by-item 
questions with vertical or horizontal scales; and on a PC or smartphone. Random-

1	 The other experiments compare the answers for PC and smartphone respondents to 
rank order questions, grids versus item-by-item questions, and agree-disagree versus 
item-specific formats.

http://ww2.netquest.com/respondent/glinn/mobile2016


231 Revilla et al.: Willingness of Online Panelists to Perform Additional Tasks

ization was done independently for each experiment, which allows us to test for 
confounding. A series of Kolmogorov-Smirnov tests for equality of distributions 
across the different groups showed significant differences in only a very few cases 
(2 out of 60 showed significant effects for device; 0 out of 40 for grid versus item-
by-item; and 1 out of 40 for scale direction). Thus, we see no evidence of confound-
ing, and ignore the other experiments in our subsequent analyses. We describe the 
20 questions in more detail below. 

From the 5,907 panelists invited to the survey, 3,051 started it (51.7%) but only 
1,623 (53.2% of those who started) answered the first main survey question (follow-
ing the screener questions). The rest were screened out for a variety of reasons (e.g., 
used a different device, did not have Internet access through both PC and smart-
phone, quotas full). Another 132 respondents were excluded later because they 
switched device during the survey or did not pass some basic quality checks (e.g., 
the answers to the gender and/or age questions differed from the profile informa-
tion). Finally, 15 participants dropped out after the first four questions. Thus, a total 
of 1,476 respondents (48.4% of those who started; 90.9% of those who answered the 
first main survey question) finished the survey using the required device type; these 
are the focus of our analyses2.

Data Preparation and Preliminary Analyses

In this section we describe the items used in our analyses, and the preparation of 
analytic variables. 

a) 	Proportions of respondents who self-reported that they would be willing to do 
a series of tasks for a given incentive level, and average willingness score. 

We asked respondents 20 questions about the willingness to collaborate with Net-
quest beyond answering survey questions. The different activities proposed were 
classified a priori in different groups:
�� Passive measurement on devices they already use, e.g., “Use the accelerometer 

on your smartphone to measure your physical activity and report it (passively) 
to Netquest”.

�� Wearing special devices to passively monitor activity, e.g., “Wear a small device 
on your wrist that measures your alcohol consumption and directly sends the 
information to Netquest”.

�� Providing respondents with measurement devices and then having them self-
report the results (i.e., they could see the results, and decide to edit their answers), 

2	 The final dataset used is available from the first author upon request.
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e.g., “Measure your blood cholesterol level using a finger prick we will provide 
you and self-report the results to Netquest”.

�� The provision of physical specimens or bodily fluids, e.g., “Measure your saliva 
cortisol by chewing special gum for 30 seconds, then putting it in a vial and 
mailing it to Netquest”.

�� Others, e.g., “Let your children answer surveys that we would send to you for 
them”.

Our goal was to vary the requests on several dimensions including the frequency of 
measurement (one time versus continuous), the degree of respondent involvement 
(passive versus active), the sensitivity of the topic (blood alcohol levels versus pho-
tos of products), and so on. The full list of items appears in Table 1.

These questions were separated in two sets of 10 questions each, which dif-
fered on two additional levels:
�� The incentive offered in exchange for collaboration with the request: 30 points 

in the first set versus 40 points in the second. These points can be exchanged for 
gifts by the panelists: for instance, with 20 points, a panelist can get an e-book; 
with 40 points, an online film; with 120 points, a cinema ticket. Across 186 sur-
veys administered to Netquest panelists in Spain in 2016, the number of points 
received per survey varied from four to 58 with an average of 14 and a median 
of 12 (Revilla, 2017). 

�� The number of answer categories: the first set uses partially labeled 5-point 
scales from “1- Definitely not” to “5- Definitely yes” whereas the second set uses 
partially labeled 11-point scales with similar labels (on 0 and 10). A “not appli-
cable” (NA) option was also available.

Note that the incentive and response scales are confounded: the first set used a 
5-point scale and 30-point incentive, while the second used an 11-point scale and 
offered 40 points. We address this confounding later. While we did not randomize 
items across the incentive and response scale conditions, the order of the items 
within each set of 10 questions was randomized across respondents in order to min-
imize potential order effects. 

For each question, we look at the proportion of missing answers (respon-
dents were not required to answer each item), the proportion of not applicable 
(NA) answers, the proportion of respondents who would accept the task (i.e., they 
answered 4 or 5 for the first set of questions and 6 to 10 for the second set of ques-
tions) among those who provided an answer different from NA, and the average 
willingness rating among those providing an answer different from NA (on a 0-10 
scale; transforming the score for the first set by subtracting 1 and multiplying by 
2.5; following Preston and Colman, 2000, and Dawes, 2008). 
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b) 	Self-reported reasons for accepting or not accepting installation of a browser 
tracker. 

For these analyses, we use the answers to two open questions3. The first asked 
about the reasons why respondents said they would accept (or not) the invitation 
to install an application on their PC which registers the URLs of the websites they 
visit and report this (passively) to Netquest. 

The second, asked only to respondents who said they would not be willing to 
install the tracking application or who selected the middle answer category, was: 
“What would Netquest most need to change such that you would accept the invita-
tion to install an application on your PC which registers the URLs of the websites 
you visit and report this (passively) to Netquest?”

The answers to these questions were coded by a native Spanish speaker. When 
a respondent provided several reasons, we consider them all. 

c)	 Factor analysis to identify common elements in willingness to participate in 
different tasks.

Next, we study what affects willingness to participate in different tasks in a more 
general way. We expected the tasks proposed in these questions to pertain to differ-
ent categories of activities (see subsection a). In order to empirically examine the 
grouping of these tasks, we conducted a principal component factor analysis (PCA) 
based on the 817 respondents who provided a substantive answer (excluding NA) to 
all items4. Three factors with an eigenvalue greater than 1 were identified. Given 
that we expected the three factors to be correlated, we considered a 3-factor solu-
tion with oblique rotation. 

The PCA suggested the following classification of tasks. For a full description 
of the items, we refer to Table 1.
�� Factor 1 (“PhysicalMeasures”) includes six items about sharing different physi-

cal measures: PassiveStress, CholesterolSelfReport, AlcoholSelfReport, Pas-
siveAlcohol, CholesterolVial, CortisolVial. 

�� Factor 2 (“BehaviorTracking”) includes six items about allowing the fieldwork 
company to track behavior: PassiveGPS, TrackerPC, TrackerMobile, Facebook-
Profile, Emotion, EyeMovement. 

�� Factor 3 (“RespondentControl”) includes four items where the respondent has 
control on the reporting: PhotosProduct, ScanBarcodes, TestProduct, Photos-
Mobile.

3	 To reduce burden, we asked the open questions only about one selected task.
4	 Running the PCA on the larger sample with 17 items (excluding the three items about 

children where the NA proportions are high) yields essentially the same factor struc-
ture.
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The final four items were not classified because they loaded on two factors equally 
(Accelerometer and ChildrenStress) or had low loadings on all factors (Children-
Survey and ChildrenWeight). Based on this classification, we created a willingness 
score for each of the three factors identified above, using the procedure described 
below. 

First, for the items in the first set, we recoded the answers from 0 to 4 instead 
of 1 to 5 and multiplied this by 2.5 to get a score from 0 to 10 (as we have for the 
items in the second set). Then, for each of the three factors identified, we aver-
aged the rescaled items to get an equally-weighted willingness score from 0-10 for 
each factor. We did not use factor scores because of the varying levels of missing 
data across items. We excluded those respondents who did not provide substantive 
answers to at least half of the items in the factor. This means that 7.1% of respon-
dents did not get a summary score for factor 1, while 7.4% did not get one for factor 
2, and 6.2% for factor 3.

d) 	Regression analyses of the willingness to participate on independent variables 
related to trust, personality and respondent socio-demographics.

The scores on these three factors form the key dependent variables in our analyses. 
The correlations obtained between the respective factor scores are as follows: 0.62 
between factors 1 and 2, 0.63 between factors 1 and 3 and 0.52 between factors 2 
and 3. Given the relatively high correlations, we also consider an overall willing-
ness score computed on all 20 items5. An examination of the standardized normal 
probability plots of the summated scales suggests that they approximate normal 
distributions, justifying the use of OLS regression.  

In addition, since the literature does not systematically identify factors affect-
ing willingness (most of the studies are simply descriptive, reporting the rates of 
willingness or compliance), we selected independent variables which we expected 
to be associated with these three factors (Appendix A provides details on all the 
variables and scales): 
�� Some basic socio-demographic variables: Men, Age, Education and Income. 
�� One question on the frequency of Internet use on a smartphone (InternetFre-

quency). The more frequently respondents use a smartphone to connect to Inter-
net, the more they are likely to use GPS, social media, etc., that already capture 
this information. Thus we expect they will be more willing to share data of 
different kinds too.

�� Three variables related to the sharing of content (ShareFB, ShareTwitter,  
LikeSharingLife). The more respondents already share content on Facebook and 

5	 We also created a score based on the 17 items that do not involve children, and obtain 
equivalent results.
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Twitter, and the more they like sharing their personal life, the more we expect 
that they will be willing to provide Netquest with different kinds of data.

�� Three questions about the benefits of market research (BenefitForMe, Benefit-
Consumers and BenefitSociety). The more respondents value market research, 
the more we expect they will be willing to participate in different tasks.

�� Three questions related to trust (Suspicious, SocialTrust, TrustAnonymity). The 
more trust people have in general and in the anonymity of the information they 
share, the more we expect them to be willing to share different kinds of data.

�� Two questions about the attitude toward safety (SecureSurroundings and Avoid-
Risk). The more respondents are concerned about safety in general, the more we 
expect they will also be worried about the risks of sharing different data with a 
panel company.

�� Three variables related to the attitude toward answering surveys (AnswerIn-
come, LikeAnswering, PriorParticipation). The more positive respondents’ atti-
tudes toward answering surveys (i.e., provided an answer to the income ques-
tion, liked answering the current survey, answered many previous surveys in the 
panel), the more we expect them to be willing to participate in other tasks too.

�� One question about the attitude toward new activities (LikeNew). The more 
respondents are looking for new things to do, the more we expect them to accept 
new tasks. 

Several of the questions described above (LikeSharingLife, Suspicious, Social-
Trust, SecureSurroundings, AvoidRisk, LikeAnswering, and LikeNew) were part of 
a separate experiment on agree-disagree (AD) versus item-specific (IS) wording. 
In a series of models (not shown) we tested whether the different formats affected 
the relationship of these variables with the willingness factor scores. We tested 
both main effect models (with an indicator for AD/IS) and interactions (of format 
with items). Our general conclusion was that the format in which these questions 
were asked did not have an effect on the conclusions drawn from the models, except 
for two variables (SocialTrust and LikeNew). Given that these two variables also 
did not show consistent or significant relationships with willingness, we decided to 
drop them from the model. For parsimony, for the other questions, we combine the 
alternative versions and use them as predictors in the models below.  

We examined the bivariate associations between all these variables and the 
scores created for total willingness and for the three factors PhysicalMeasures, 
BehaviorTracking, and RespondentControl, and fitted a variety of models. We 
decided to drop two more variables: Income because of the high proportions of 
missing data (24.7% missing or “I prefer not to answer”) and InternetFrequency 
because it did not have a significant effect in the models and we had variables 
more directly related to the sharing of content through social media (ShareFB and 
ShareTwitter). 
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In addition, we also used the same set of variables to estimate three structural 
equation models (SEM). In each case, our dependent variable is a latent variable, 
measured by the different items identified as forming one of the three willingness 
factors. In terms of independent variables, Men, Age and Education are measured 
with a single indicator each, whereas the others are measured with several indica-
tors: Share is measured with three indicators (ShareFB, ShareTwitter and Like-
SharingLife), as is Benefit (BenefitForMe, BenefitConsumers, BenefitSociety), and 
Attitude toward surveys (AnswerIncome, LikeAnswering, PriorParticipation), 
whereas Trust and Safety are measured with two indicators each (respectively, Sus-
picious and TrustAnonymity; and SecureSurroundings and AvoidRisk). The model 
was estimated in LISREL and tested using global fit measures as well as the JRule 
software (Van der Veld, Saris and Satorra, 2009). The model is corrected step by 
step until an acceptable fit is obtained. Appendix B provides an example of the path 
diagram for the initial model, as well as a list of the extra parameters introduced in 
each model in order to get an acceptable fit, and the final estimates of the param-
eters in each model. Only a summary of the main effects of the SEM are presented 
in the results section. 

Main Results
Stated Willingness to Complete Different Tasks in Exchange for 
Specific Incentives

We first examine the responses to the 20 individual willingness items. Table 1 pro-
vides for each item, the percentage not answering that item (% missing), the per-
centage of NA answers among those who gave an answer, the percentage who say 
they would accept the task, and the average willingness score (among those who 
gave an answer different from NA), ranked by percent willing.

Table 1	 Stated willingness, ordered by proportions of accepting (highest to 
lowest)

If you would receive 30 (or 40*) points in exchange, 
would you accept the invitation to...

%  
missing

%  
NA

% would 
accept

Average  
(0-10 scale)

... receive a product at home to test and report on it in 
a survey (TestProduct)* 5.3 1.7 73.7 7.4

... take photos of products with your smartphone and 
send them to Netquest (PhotosProduct) 6.2 2.7 56.4 6.2

... scan barcodes of products with your smartphone 
and share them with Netquest (ScanBarcodes) 5.9 3.5 53.7 6.0
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If you would receive 30 (or 40*) points in exchange, 
would you accept the invitation to...

%  
missing

%  
NA

% would 
accept

Average  
(0-10 scale)

... measure the amount of alcohol in your breath us-
ing a breathalyzer test kit we would provide you and 
self-report it to Netquest (AlcoholSelfReport) 6.3 5.8 51.0 5.5

... take photos with your smartphone and send them 
to Netquest (PhotosMobile)* 5.7 2.8 49.6 5.3

... wear a small device on your wrist that measures 
your stress and directly sends the information to 
Netquest (PassiveStress) 5.8 3.2 44.8 5.0

... measure your blood cholesterol level using a finger 
prick we will provide you and self-report the results 
to Netquest (CholesterolSelfReport) 6.1 3.3 40.5 4.5

... wear a small device on your wrist that measures 
your alcohol consumption and directly sends the 
information to Netquest (PassiveAlcohol)* 5.5 5.2 37.8 4.1

... use the accelerometer on your smartphone to mea-
sure your physical activity and report it (passively) to 
Netquest (Accelerometer) 6.8 4.6 37.4 4.6

... let your children answer surveys that we would 
send to you for them (ChildrenSurvey) 6.2 25.8 30.7 3.7

... measure your blood cholesterol level using a finger 
prick we will provide you, then putting it in a vial 
and mailing it to Netquest (CholesterolVial)* 6.0 2.9 30.2 3.3

... measure your saliva cortisol by chewing special 
gum for 30 seconds, then putting it in a vial and 
mailing it to Netquest (CortisolVial)* 5.9 3.2 27.7 3.1

... measure your children‘s weight when we ask you 
and self-report it to Netquest (ChildrenWeight)* 5.8 25.3 27.5 3.2

... share GPS information from your smartphone with 
Netquest (PassiveGPS) 6.0 3.8 20.8 2.7

… let us record your face while you watch a video in 
your PC in order to measure the movement of your 
eyes (EyeMovement)* 6.1 3.3 19.3 2.3

... give Netquest access to all the information of your 
profile on Facebook (as if they were one of your 
friends) (FacebookProfile)* 5.6 5.7 19.0 2.4

… let us record your face while you watch a video in 
your PC in order to measure your emotional response 
(Emotion)* 5.1 3.6 18.0 2.2

Table 1 continued



methods, data, analyses | Vol. 13(2), 2019, pp. 223-252 238 

If you would receive 30 (or 40*) points in exchange, 
would you accept the invitation to...

%  
missing

%  
NA

% would 
accept

Average  
(0-10 scale)

... install an application on your smartphone which 
register the URLs of the websites you visit and report 
this (passively) to Netquest (TrackerMobile) 6.4 4.3 17.8 2.4

... install an application on your PC which register the 
URLs of the websites you visit and report this (pas-
sively) to Netquest (TrackerPC) 6.2 5.0 16.6 2.3
... let your children wear a small device on their wrist 
that measures their stress and directly sends the 
information to Netquest (ChildrenStress)* 5.5 24.4 11.8 1.5

Note: Tasks followed by a * correspond to the second set (40 points incentive). N = 1,476 
for the % missing; N varies from 1,375 to 1,400 for the % NA and from 1,028 to 1,374 
for the % would accept and average scores. The % would accept and average columns 
are based on those who gave a substantive answer (i.e., excluding both the missing and 
NA responses).

The levels of item missing values are quite similar (ranging from 5.1% to 
6.8%). Concerning the levels of NA, the three items asking about children clearly 
differ from the others, which is to be expected since some of the panelists do not 
have children6.

The proportions of respondents willing to accept the different tasks show large 
variations. The most accepted task is that of receiving a product at home to test and 
report on in a survey: 73.7% of respondents who gave an answer said they would be 
willing to do this. This is followed by taking photos of products with a smartphone 
(already much lower: 56.4%). At the other extreme, the task with the lowest level 
of willingness consists of letting one’s children wear a small device on their wrist 
that measures their stress and directly sends the information to Netquest, with only 
11.8% expressing willingness.

It is interesting to note that the willingness to use a breathalyzer and self-
report the readings (51.0%) and the willingness to measure one’s blood cholesterol 
level and self-report the results (40.5%) are much higher than the willingness to 
give Netquest access to all the information in one’s Facebook profile (19.0%) or 
to install an application on one’s PC to register the URLs of websites visited and 
report this (passively) to Netquest (16.6%). 

It is also interesting that there is a difference of more than 10 percentage points 
between the stated willingness for doing a cholesterol test depending if the results 

6	 However, including or excluding the NA answers to compute the willingness has little 
effect on the rank order and conclusions overall, even for these three items.

Table 1 continued
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are self-reported by the respondents or if the test is directly sent to Netquest via 
mail. In the second case, where respondents cannot change the results or decide 
whether or not to share them, stated willingness is lower. Similarly, a difference of 
13.2 percentage points is seen in the case of alcohol tests, depending on whether the 
results are self-reported or directly sent to the panel company. This suggests that 
respondents make a distinction both on the types of data being measured and on the 
degree of control they have over what is captured or reported. 

Similar results can be seen when considering the average score instead of the 
proportion of respondents willing to complete the tasks.

 In terms of the effect of the differential incentive and response scale, the 
ordering of items in Table 1 suggests there is not a strong differential effect of the 
incentive offered. In fact, the average willingness score for the 10 items in the first 
set (30 points and 5-point scale) is higher than that for the second set (40 points and 
10-point scale), likely reflecting differences in the tasks being asked about more 
than differences in incentives or response scale. This again suggests we can ignore 
these confounding factors. 

Overall, the mean for the total score of willingness is 4.0 (on a 0-10 scale). 
Considering the three factors, RespondentControl has the highest mean (6.2), fol-
lowed by PhysicalMeasures (4.2) and finally BehaviorTracking (2.4). 

Self-reported Reasons for Being Willing or Not

Next, we focus on one of the tasks proposed in the first set of questions: the willing-
ness to install a passive browser tracking application on one’s PC, for which only 
16.6% of the respondents who gave an answer expressed willingness to do so. Table 
2 reports the main reasons mentioned in a follow-up open question about why they 
would accept or not the invitation to install a tracking application.

The main reason mentioned for accepting the task was that respondents did 
not mind or did not feel that this was confidential information (37.4%), followed by 
interest in getting the incentive (25.1%), altruism (14.0%) and trust (9.9%). On the 
other side, the main reason for not accepting this task is linked to privacy concerns 
(72.6%), with a further 7% raising issues of trust. 

In order to improve the acceptance of this task, respondents who said that 
they would not be willing to install the tracking application or chose the middle 
category were asked what could be done to help them change their decision. While 
68.0% of the respondents said that there is nothing that could be done to make them 
change their mind, 11.7% mentioned improvements in security and 9.7% increased 
incentives. Even if for a large majority of respondents, it seems unlikely they will 
be convinced to install a tracking application on their PC, security and incentives 
are aspects which could improve the overall acceptance of such tasks.
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Predictors of Willingness to Accept Additional Tasks

Table 3 contains a set of four linear regression models, first predicting the total 
score for all 20 willingness items, and then predicting each of the three scores 
on the factors identified earlier. In each case a positive coefficient means greater 
willingness. The overall proportion of variance explained by the set of predictors 
ranges from 0.22 (for RespondentControl) to 0.35 (for the full 20-item scale). 

We also run a series of partial F-tests to see if the collective contribution of 
each group of variables (we have five groups in the final models, besides the socio-
demographic variables: attitude toward sharing, benefit of market research, trust, 
attitude toward safety and toward surveys) was significant, when explaining each 
of our four dependent variables of interest. All the tests indicated a statistically 
significant contribution except one: the test for attitude toward safety in the case of 
the factor RespondentControl (F(2, 1039)=2.73; p=.0657). This suggests that each 
set of variables has an association with willingness.

Several variables are statistically significant across all four models, with coef-
ficients in a consistent direction. As expected, the more frequently respondents 
report posting content on Facebook, the more willing they are to accept a variety of 
additional research tasks. ShareTwitter is not statistically significant in any of the 
models, but this may be because fewer respondents use Twitter relative to Facebook 
(57.2% versus 90.1%), or that Twitter is a more public social networking service. 
Similarly, LikeSharingLife is positively associated with willingness. Those who 

Table 2	 Main reasons* why panelists would accept or not accept the 
invitation to install a tracking application on their PC

Main reasons for accepting % (based on N= 171 respondents)

I don’t mind/not confidential 37.4
Incentive 25.1
Altruism 14.0
Trust 9.9

Main reasons for not accepting % (based on N= 829 respondents)

Privacy 72.6
No trust 7.0
No reason 5.4
I do not own the PC I use 5.8

Note: * We present all reasons that are mentioned by at least 5% of the respondents.  
When a respondent provided several reasons, we take them all into account.
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have greater trust in the anonymity of their data are more willing to accept addi-
tional tasks. Those who answered the income question (indicating a degree of trust 
or willingness to disclose) also show higher levels of willingness on all four mea-
sures. Finally, two indicators of survey engagement are positively associated with 
willingness: those who liked answering the survey and those who have responded 
to more prior Netquest surveys have higher levels of willingness.

Table 3	 Regression analyses

TotalScore Physical
Measures

Behavior
Tracking

Respondent
Control

Explanatory variables Coef. p-
value Coef. p-

value Coef. p-
value Coef. p-

value

Demo- 
graphics

Men .342 .019 .475 .018 .463 .003 -.073 .692

Age -.004 .521 .006 .474 -.001 .909 -.019 .019

Education -.165 .035 -.302 .005 -.123 .141 -.010 .920

Share

ShareFB .131 .000 .153 .002 .119 .002 .141 .002

ShareTwitter -.018 .618 -.056 .259 .064 .100 -.028 .543

LikeSharingLife .400 .000 .400 .000 .464 .000 .285 .002

Benefit

BenefitForMe .136 .139 .103 .408 .206 .034 -.004 .973

BenefitConsumers .248 .013 .425 .002 .110 .298 .332 .008

BenefitSociety .101 .296 -.062 .642 .205 .048 .141 .251

Trust
Suspicious .054 .451 .012 .904 .102 .185 .018 .843

TrustAnonymity .607 .000 .645 .000 .584 .000 .402 .006

Safety
SecureSurroundings .058 .402 .113 .232 -.078 .291 .202 .022

AvoidRisk -.139 .008 -.236 .001 -.088 .113 -.087 .190

Attitude  
Toward  
Surveys

AnswerIncome .537 .002 .509 .030 .582 .001 .506 .018

LikeAnswering 1.232 .000 1.242 .000 1.108 .000 1.334 .000

PriorParticipation .277 .000 .250 .008 .306 .000 .208 .016

Constant -4.333 .000 -3.561 .002 -5.891 .000 -2.475 .020

No. observations 1,044 1,052 1,049 1,056
R-squared .345 .237 .330 .216
Adj. R-squared .335 .225 .320 .204

Note: coefficients in bold when statistically significant (p-value<.050)



methods, data, analyses | Vol. 13(2), 2019, pp. 223-252 242 

Several other variables are statistically significant in some but not all of the 
models. The effect of gender is statistically significant (men more willing) for three 
of the four models. The coefficient for education is negative (those with higher edu-
cation less willing) for all four models but only reaches statistical significance for 
the TotalScore and PhysicalMeasures models. Those who perceive greater benefit 
of research for consumers have significantly higher willingness for three of the four 
measures (TotalScore, PhysicalMeasures, and BehaviorTracking), but the direction 
of the effect is consistent across all four models. Those who are inclined to avoid 
risk have significantly lower levels of willingness on TotalScore and PhysicalMea-
sures, but not on the other two factors (although, again, the effect is in a consistent 
direction).

Finally a few variables reach statistical significance in only one of the models. 
Age has a significant negative effect (older people less willing) only for the Respon-
dentControl factor. Both those who see a personal benefit and those who see a 
societal benefit of market research are more willing to agree to BehaviorTracking. 
Finally, those who rate SecureSurroundings as more important are more willing to 
agree to tasks that permit respondent control. 

Overall, we see largely consistent effects of predictors across the different 
types of activities, although there is enough variation among the models to suggest 
that different types of people react differently to the different types of additional 
tasks being asked about.  

Considering the SEM analyses, quite similar results are obtained, even if there 
are few differences. The latent variables Share, Benefit and AttitudeTowardSur-
veys have statistically significant positive effects on the three willingness factors. In 
addition, men have higher willingness on PhysicalMeasures and BehaviorTracking. 
Finally, Safety has a statistically significant negative effect on BehaviorTracking 
(the more one cares about safety, the less willing). Details of the SEM are presented 
in Appendix B.  

Discussion
In this paper we investigated the willingness to perform additional tasks among 
panelists of an opt-in online panel in Spain. We found that the willingness to 
perform additional tasks is not a unitary phenomenon. Respondents distinguish 
between different types of tasks, and are more willing to do some but not oth-
ers. In general, willingness is higher for tasks where respondents have control over 
the reporting of the results (e.g., taking pictures, measuring one’s blood cholesterol 
level and reporting the results) than for passive tracking behaviors (e.g., installing a 
tracking app on one’s PC or smartphone), even if this means that respondents have 
to do more work than with passive measurements where they only need to give their 
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permission once. This is probably due to high privacy concerns, which is also what 
the answers to the open questions suggest: most respondents mentioned reasons 
related to the issue of trust/security/privacy both for accepting or not accepting the 
installation of a tracking app.

Our factor analysis revealed three distinct but related types of tasks: Physi-
calMeasures, BehaviorTracking, and RespondentControl. Our models also suggest 
that there are variables that reliably predict willingness, as measured by these fac-
tors. This implies that restricting a sample to only those willing to accept a specific 
task is likely to result in both demographic and attitudinal biases. 

The study has several limitations. The results are based on an opt-in panel 
(already generally cooperative, self-selected, already have a relationship with the 
panel), and further restricted to those who have Internet access through both a PC 
and a smartphone. We are studying stated willingness, not actual willingness. The 
results are restricted to a single panel (Netquest) in a single country (Spain). Thus we 
should be cautious about generalizing the results to different panels and countries. 
There are also some limitations in the analyses performed: some questions were 
asked in different formats (AD versus IS) for random subsets of respondents; some 
answered the survey on a PC, others on a smartphone (again, randomly assigned). 
Also we could not really take the difference in incentives into account (i.e., we did 
not randomly assign respondents to different incentive conditions); however, our 
primary focus was not on the incentives but the tasks.

In addition, we identified a variety of different tasks, but did not systemati-
cally try to vary the features or elements of these tasks, such as the degree of intru-
siveness, the potential burden, the degree of respondent control, etc. More work is 
needed to explore the various dimensions that affect willingness to perform some 
tasks but not others. Our research has started looking at the “what” (i.e., what 
people are willing to do and not do) but not as much at the “why” (why people 
are willing or not, although our open question started to address this issue). More 
research is needed to explore the reasons behind differential willingness of panel-
ists to accept different tasks, and to understand how stated willingness translates to 
actual compliance.

Researchers are increasingly exploiting the measurement capabilities of mod-
ern technologies. Understanding how consumers react to these requests, and under-
standing the differences between those who are willing and those who are not, are 
important steps in evaluating the utility of these additional tasks or measures. Most 
of the prior studies have focused only on a single task (e.g., GPS capture, or install-
ing a browser tracker). Our research finds that treating all tasks as the same, and 
making inference from one type of request to all other requests, is risky. The stated 
willingness to use new technologies to provide additional data to researchers varies 
according to the nature of the task. A first step to overcoming the barriers to accept-
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ing new technologies is understanding within- and between-respondent differences 
in willingness.  
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Appendix A

List of all independent variables considered: exact formulation 
and scales

�� Men (1=“Male”, 0=“Female”)

�� Age (in years)

�� Education (in six categories, from no education to university degree)

�� Income (in six categories, from lowest to highest)

�� Internet Frequency: “On average, how frequently do you connect to the Internet 
using a smartphone” (“1=Once a month or less” to “6=Daily”) 

�� Sharing of content:
�� Share FB: “In general, how frequently do you share content on your personal 

Facebook account?” (8 response options ranging from “I don’t have a per-
sonal account” to “I share content every day”) 

�� Share Twitter: “In general, how frequently do you share content on your per-
sonal Twitter account?” (same 8 response options) 

�� Like sharing life: either asked in an agree-disagree format (“I like sharing 
my personal life”, 1=“Completely disagree” to 5=“Completely agree”) or 
an item-specific format (“How much do you like sharing your private life?” 
1=“Don’t like at all” to 5=“Like extremely”). 

�� Benefits of market research for: 
�� the respondent him/herself (Benefit for me)
�� consumers (Benefit consumers)
�� the society/citizens (Benefit society)

(1=“Does not benefit at all” to 5=“Benefits a great deal”). 

�� Trust: 
�� Suspicious: “I get suspicious easily” (1=“Completely disagree” to 5=“Com-

pletely agree”) or “How easily do you get suspicious?” (1=“Not at all easily” 
to 5=“ Extremely easily”)

�� Social Trust: “I don’t trust people in general” (1=“Completely agree” to 
7=“Completely disagree”) or “How much do you trust people in general?” 
(1=“Do not trust at all” to 7=“Trust completely”)

�� Trust anonymity: “To what extent do you trust that this survey guarantees 
anonymity?” (1=“Do not trust at all” to 4=“Trust completely”) 
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�� Attitude toward safety:
�� Secure surroundings: “It is important for me to live in secure surroundings” 

(1=“Completely disagree” to 7=“Completely agree”) or “How important is 
it for you to live in secure surroundings?” (1=“Not important at all” to 7=“ 
Extremely important”) 

�� Avoid risk: “I always avoid anything that can endanger my safety” (1=“Com-
pletely disagree to 7=“Completely agree) or “How often do you avoid any-
thing that can endanger your safety?” (1=“Never” to 7=“Always”) 

�� Attitude toward answering surveys:
�� Answer Income: dummy variable coded 1 if the respondent provided a sub-

stantive answer to the income question, and 0 otherwise (no answer at all, or 
“I prefer not to answer” option).

�� Like Answering: “How much did you like or not to fill in this questionnaire? 
(1=“Did not like it at all” to 4=“Liked it very much”) 

�� Prior participation: number of Netquest surveys completed before this one, 
recoded from lowest to highest into quartiles.

�� Attitude toward new activities: 
�� Like New: “I am never looking for new things to do” (1=“Completely agree” 

to 5=“Completely disagree”) or “How often are you looking for new things to 
do?” (1=“Never” to 7=“Always”)
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Appendix B 

More information about the SEM analyses

a)	Initial model for factor 1 (LISREL path diagram); models are similar for 
factors 2&3

 

b)	Extra parameters introduced in each model in order to get an acceptable fit

Model Factor 1: correlated error terms for Y5 and Y6; Y2 and Y5; Age and Prior 
Participation; and cross-loading Att. Survey and Anonymity.

Model Factor 2: correlated error terms for Y5 and Y6; Y2 and Y3; Age and Prior 
Participation; and cross-loading Att. Survey and Anonymity.

Model Factor 3: correlated error terms for Age and Prior Participation; and cross-
loading Att. Survey and Anonymity.
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c)	 Estimates of the parameters in each model (completely standardized solution).

Physical  
Measures

Tracking  
Behavior

Respondent 
Control

M
ea

su
re

m
en

t m
od

el

F by Y1 .79 NA .80 NA .88 NA

F by Y2 .77* .76* .81*
F by Y3 .79* .72* .64*
F by Y4 .88* .71* .85*
F by Y5 .75* .66* Not present
F by Y6 .73* .66* Not present

Share by FB .76NA .71 NA .75 NA

Share by Twitter .49* .52* .50*
Share by Like Sharing .39* .45* .39*

Benefit by For Me .84 NA .85 NA .84 NA

Benefit by Consumer .86* .86* .86*
Benefit by Society .82* .82* .82*

Trust by Suspicious 1.00 NA 1.00 NA 1.00 NA

Trust by Anonymity -.14* -.14* -.14*

Safety by Secure Surroundings 1.00 NA 1.00 NA 1.00 NA

Safety by Avoid Risk .42* .43* .43*

Att. Survey by Anonymity .49* .51* .50*
Att. Survey by Answer Income .26 NA .26 NA .26 NA

Att. Survey by Like Answering .64* .60* .67*
Att. Survey by Prior Participation .22* .24* .20*

St
ru

ct
ur

al
 m

od
el

Men on F .07* .11* -.03
Age on F .02 .01 -.05
Education on F -.09* -.05 -.02
Share on F .15* .30* .16*
Benefit on F .17* .19* .17*
Trust on F .00 .02 -.01
Safety on F .02 -.06* .04
Att. Survey on F .51* .60* .49*

Fi
t Chi-Square χ2(202)=742.94 χ2(202)=728.30 χ2(165)=672.81 

RMSEA .053 .052 .056

Note: F refers to the factor of interest (PhysicalMeasures or TrackingBehavior or Respon-
dentControl). Y1 to Y6 refer to the items used to measure this F factor (thus there are 
different in each model). * Indicates a coefficient statistically significantly different from 
0 (t-ratio >1.96). NA indicates that no values are available for the t-ratio because the cor-
responding loading was fixed to 1 (unstandardized) for identification purposes. 
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Most surveys use stratified sampling designs. This is done in order to benefit from 
the precision gains that such designs can bring. For a modest effort in designing 
the sample, the precision gains can often be equivalent to those that would accrue 
from carrying out tens or even hundreds of extra interviews. Stratified sampling is 
therefore highly cost-effective. However, there are many different ways that it can 
be done. The researcher must choose which variables to use, and how to combine 
them to define the strata. She must also decide whether all strata should be sam-
pled at the same rate (proportionate stratified sampling) or whether some should 
be over-sampled, perhaps in order to increase the representation in the sample of 
certain subgroups (disproportionate stratified sampling). Though the researcher is 
typically constrained to define strata in terms of information that is either available 
on the sampling frame or can be linked to the frame, this still usually leaves a lot of 
options regarding exactly how the information should be used. The better the deci-
sions, the more cost-effective the survey design will be.

This article focuses on one specific decision that the researcher must make: 
whether to use explicitly stratified sampling (ESS) or implicitly stratified sampling 
(ISS). For simplicity, the arguments are illustrated in the context of proportionate 
stratified sampling, but the arguments apply equally when sampling is dispropor-
tionate, as a similar decision must be made within each top-level sampling domain. 
The arguments also apply when a decision is being made about how to stratify at a 
secondary level, i.e. within primary explicit strata.

ESS involves sorting the population elements into explicit groups (strata) and 
then selecting a sample independently from each stratum. ISS involves ranking 
the elements following some ordering principle and then applying systematic sam-
pling, i.e. selecting every nth element. For example, if the sampling frame were a list 
of people containing a single auxiliary variable, date of birth, proportionate ESS 
would involve creating strata corresponding to a number of discrete age groups and 
then selecting, using simple random sampling (SRS), a number of people from each 
group such that the proportion of the sample in each group equals the proportion 
of the population in the group. ISS, on the other hand, would involve sorting the 
people from youngest to oldest (or oldest to youngest; this is equivalent) and then 
selecting every nth person on the list (after generating a random start point).

The advantage of ESS is that unbiased estimation of the standard errors of 
survey estimates is possible, provided that the sampling stratum membership is 
identified on the survey dataset and provided that at least two sample elements are 
selected from each stratum. With ISS this is not possible and usual practice is to 
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invoke an approximation that tends to result in systematic over-estimation of stan-
dard errors. This can be perceived as a disadvantage of ISS. However, this begs the 
question of whether it is better to know the precision of one’s estimates or to have 
more precise estimates without knowing exactly how much more precise they are.

On the other hand, there are several disadvantages of ESS relative to ISS. One 
of these relates to the focus of this article: a greater precision gain due to strati-
fied sampling can be achieved with ISS than with ESS (Madow and Madow, 1944; 
Cochran, 1946). Another disadvantage of ESS is that it is not possible to obtain 
an equal-probability sample unless each stratum size is an exact multiple of the 
sampling interval. Consequently, unequal design weights must be applied, with an 
associated further loss in precision. Furthermore, it is not possible to stratify deeply 
on a combination of many variables, due to restricting limitations on the number of 
strata and an associated risk of greater variation in the design weights the larger the 
number of explicit strata relative to the sample size. Deeper stratification is possible 
with ISS.

ESS is often used in order for different sampling fractions to be applied to 
different sub-domains of the population (disproportionate stratified sampling), by 
creating the strata to reflect the sub-domains. However, this should not be perceived 
as an advantage of ESS as the same can be achieved with ISS by assigning a size 
measure to each element proportional to the desired sampling fraction and making 
selections with probability proportional to this size measure. Variance estimation 
for variable probability systematic sampling is considered by Stehman and Overton 
(1994). 

The potential of ISS to provide a greater precision gain than ESS is recognised 
in the statistical literature (e.g. Madow & Madow, 1944; Kish, 1965) but is not 
given attention in the sample design sections of generalist survey research hand-
books or textbooks. For example, Groves et al. (2009) explain ESS and how, with 
proportionate allocation to strata, it can improve precision compared to simple ran-
dom sampling (pp. 113-120). They then introduce systematic selection as “a sim-
pler way to implement stratified sampling” (p. 122), but make no mention of the 
implications for precision, other than a rather general statement that “Systematic 
sampling from an ordered list is sometimes termed “implicitly stratified sampling” 
because it gives approximately the equivalent of a stratified proportionately allo-
cated sample” (p. 124). Even texts that are devoted specifically to sampling, when 
written for non-statisticians, do not mention explicitly how ESS and ISS compare in 
terms of precision. For example, Henry (1990) states that “Systematic sampling has 
statistical properties that are similar to simple random sampling” (p. 98), and sub-
sequently, “Another advantage is that systematic sampling can be used for de facto 
stratification to insure proportional representation of the population for some char-
acteristic” (p. 98), but with no further mention of precision. In a subsequent section 
on ESS, however, Henry states that “stratification reduces standard errors” (p. 101) 
and demonstrates how this works with formulas and a worked example. Kalton 
(1983) too explains the variance properties of ESS at some length (pp. 20-24), while 
the shorter section devoted to ISS focusses instead on the practicality of implemen-
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tation: “systematic sampling provides a mean of substantially reducing the effort 
required for sample selection” (p. 16). 

Even the most recent specialist texts on survey sampling provide very little 
detail on the statistical properties of ISS. Bethlehem (2009) merely points out that, 
“the sample variance […] need not necessarily be a good indicator of the variance 
of the estimator” (p. 79) and then suggests that the only way to obtain an unbiased 
estimator for the variance is to select multiple samples and combine the observed 
sample means. Approximations are not mentioned. Valliant et al (2013) state that, 
“Systematic sampling is often used in practice because it is fairly easy to implement 
and it can be used to control the distribution of a sample across a combination of 
auxiliary variables” (p. 63) and “Regardless of the reasons for its use, statisticians 
usually collapse the selection intervals into one or more analytic strata and pretend 
the method of selection was something else, like stsrswor, stsrswr, or ppswr, in 
order to estimate a variance.” (p. 64). It is therefore unsurprising if survey research-
ers may have the impression that ESS is the (only) way to improve precision com-
pared to SRS. 

Furthermore, empirical demonstrations of the relative performance of ESS 
and ISS are surprisingly hard to find.  This article provides an exposition of the 
distinction between ESS and ISS and attempts, via a simulation study using real 
survey data, to quantify the extent of the improvement in precision with ISS and the 
extent of the uncertainty about the improvement in precision if the usual approxi-
mation is used to estimate standard errors. In the next section, the relevant aspects 
of sampling theory are presented and are used to derive an expression for the differ-
ence in sampling variance between ESS and ISS. The subsequent sections describe 
how a simulation study will be used to quantify the true difference in sampling 
variance between the two designs and the extent to which sampling variance will 
tend to be over-estimated if the usual approximation is used in the case of ISS. The 
results from the study are then presented and the implications are discussed in the 
final section.

Sample Designs and Variance Estimators
For simplicity of exposition, it will be assumed that survey estimates are means 
or proportions. Under ESS, the sampling variance of the sample mean can be 
expressed (Kish, 1965, p. 81; Cochran, 1977, p. 69) as:
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i i ikS Var y=  is the variance of y within stratum i (yik is the value of y for 

individual k in stratum i );

ni is the number of sample elements in stratum i;
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Ni is the number of population elements in stratum i;

and	 1
I

iiN N== ∑  is the total number of elements in the population.

In this article we will assume the context of proportionate sampling, in which case 

, 1,..., .i

i

n n i I
N N

= =  With this assumption, expression (1) simplifies to:

( ) ( )2
1

I
i i ii S N n

Var y
nN

= −
=

∑
	 (2)

From this expression it can be seen that differences between strata in terms of y 
do not contribute to the sampling variance. The sampling variance depends only 
on the variance of y within the strata. This demonstrates how stratified sampling 
improves the precision of estimates; by eliminating any influence on the sample of 
one part of the variance of y, namely the part that is between-strata. Once a sur-
vey has been carried out, assuming equal probabilities of selection, ( )ˆVar y  can be 
estimated in a straight-forward manner from the survey data, by substituting the 
observed within-stratum sample variances ( )2

is  for the corresponding population 
variances ( )2

iS , thus:
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For ISS designs there is of course no concept of explicit strata, so the {i} in expres-
sion (2) are not defined. The design-based variance of a sample mean is equiva-
lent to that under cluster sampling with a sample size of one cluster (Madow & 
Madow, 1944). Unbiased sample-based estimators of this variance do not exist. 
While a number of estimators have been proposed, all of them are biased and all 
will over-estimate the variance whenever the stratification effect is anything more 
than negligible (Wolter, 1984; Wolter, 1985, pp. 258-262). A commonly-used vari-
ance estimation method is to treat the ordered list of selected elements as if each 
consecutive pair had been selected from the same stratum, a method referred to by 
Kish (1965, p. 119) as the “paired selections model”, and by Wolter (1985, pp. 250-
251) as the “estimator based on nonoverlapping differences”. Thus, a systematic 
sample of n elements from an implicitly-stratified list is treated as if it consisted of 
simple random samples of size 2 from each of n/2 explicit strata. Analogous meth-
ods, in which elements selected from more than one stratum are treated as if they 
had been selected from the same stratum, are also sometimes used in the context of 
ESS, particularly when there exists one or more strata in which only one element 
is selected or observed (Cochran, 1977; Seth, 1966; Rust & Kalton, 1987). In order 
to compare the sampling variance of ISS and ESS, we can consider the situation in 
which the ISS pseudo-strata are subsets of the ESS strata. This is a realistic reflec-
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tion of the example mentioned in the previous section of stratifying either explicitly 
or implicitly using date of birth. We will denote the ISS substrata by j = 1, … , Ji. 
Then, the approximation usually invoked to estimate the sampling variance associ-
ated with ISS is:
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whereas the true ISS sampling variance is:
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where
there are N/n possible samples that could be selected, corresponding to the 
N/n possible random start points;

hy  is the sample mean of y for sample h;
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N == ∑  is the mean of the N/n sample means.

This true variance can be thought of as the sampling variance of a mean under clus-
ter sampling, with a sample size of one cluster, where the population is divided into 
N/n clusters, hy  are the cluster means, and y  is the population mean.

Expression (4) is also used as an estimator for 1-per-stratum designs. In this 
case, the estimator is known to be upwardly-biased (Fuller, 2009, p. 202; Breidt et 
al., 2016). ISS is similar to 1-per-stratum sampling, so the bias in using expression 
(4) as an estimator for (5) might be assumed to be similar, but the designs are not 
exactly equivalent. In particular, with ISS stratum boundaries are arbitrary and are 
constrained only conditionally on the random start, and ordering within strata is not 
random. It should be clear from expression (4) that both ISS and 1-per-stratum ESS 
should provide greater precision than the most precise form of ESS that enables 
unbiased estimation of standard errors, namely 2-per-stratum ESS ( )1 2

I
ii

nJ= =∑ . 
If the ordering of elements within each stratum in a 2-per-stratum design is com-
pletely random, then further sub-dividing each stratum j into two substrata (kj = 
1,2) to create a 1-per-stratum design will have no effect on the sampling variance as 

2 2 .
jk j js s k= ∀  But any meaningful ordering of elements within at least some of the 

strata will result in 2 2
jk js s<  for at least some j, k, and hence reduced sampling vari-

ance. Wolter (1985) presents a series of simulations in which the estimator based on 
nonoverlapping differences is shown to sometimes be upwardly-biased and some-
times downwardly-biased as an estimator of the ISS variance, depending on the 
nature of the population ordering.
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Simulation Methodology
Data from wave 1 of Understanding Society, the UK Household Longitudinal 
Study, are treated as population data. These data are used to calculate the sampling 
variance of means and proportions under simple random sampling, ESS and ISS, 
in ways that will be described in this section. Understanding Society is a large 
nationally-representative multi-topic general population survey. A stratified, multi-
stage sample of addresses was selected (Lynn, 2009) and all persons aged 16 or 
over resident at a sample address were eligible for an individual interview at wave 
1. Members of ethnic minority groups and residents of Northern Ireland were sam-
pled at higher rates than the remainder of the population. Data collection took place 
face-to-face in respondent’s homes using computer-assisted personal interviewing 
(CAPI) between January 2009 and March 2011. At wave 1, 50,295 individual inter-
views were completed with sample members. For the illustrative purposes of this 
article, these individuals are treated as a population from which survey samples are 
to be selected.

A set of eleven target parameters were selected for study. Of these, five are 
means of continuous variables and six are proportions based on binary variables. 
For each, we are interested in comparing the sampling variance of the sample sta-
tistic under alternative sampling designs and the estimate of the ISS sampling vari-
ance using the successive pairing approach. For ease of exposition and calculation, 
for each parameter we first amend the population such that N is a multiple of 100. 
This allows the subsequent creation of equal-sized explicit strata (each containing 
Ni = 100 elements) and the application of implicitly stratified systematic sampling 
designs in which the sampling interval takes the integer value of 50, the conve-
nience of which will be explained below. From the 50,295 elements, we first drop 
any with item missing values. This is done separately for each of the eleven target 
variables, so the dropped elements will differ between the eleven simulated popula-
tions. Then, a further set of m elements are dropped (m between 0 and 99) in order 
to round the population size down to a multiple of 100. The m elements with the 
smallest analysis weights (largest inclusion probabilities) are chosen. Descriptive 
statistics regarding this process are presented in Table 1. 

For each estimate, the variance and estimated variance for samples of size 
N/50 will be compared under different designs. These designs are simpler than 
those that tend to be used for real social surveys. Specifically they are all equal-
probability single-stage designs, without clustering, and with stratification based 
on a single auxiliary variable, whereas real designs often involve variable prob-
abilities, multi-stage selection, clustering and multiple stratification variables. The 
simplifications are introduced in order to provide a simple illustration in which 
differences between the designs are strictly limited to the aspects of design that are 
the focus of this article.  The following sub-sections describe the sampling variance 
metrics that were calculated for each of the eleven parameters to be estimated. All 
but one of the metrics rely on knowledge of the population size, N, and the popula-
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tion variance of y, S2, each of which were derived in the usual way from the popula-
tion simulated as described above. 

Simple Random Sampling

The variance of y  under simple random sampling is computed as a benchmark and 
will be used later in the calculation of design effects for the various sample designs 
under consideration, to help with interpretation of the findings. It is calculated in 
the usual way:

( ) ( )2

SRS
S N n

Var y
nN

−
= 	 (6)

Table 1	 Simulated Populations for 11 Parameter Estimates

Understanding 
Society sample 

size

Item  
missing

Also 
dropped 
(smallest 
weights)

Simulated 
population 

size, N

Sample 
size, n

Continuous variables
Total monthly income 50,295 78 17 50,200 1,004
Monthly benefit income 50,295 3,236 59 47,000 940
Number of children 50,295 50 45 50,200 1,004
Hours of sleep 50,295 12,420 75 37,800 756
Body mass index 50,295 6,432 63 43,800 876

Binary variables
Limiting long-term illness (%) 50,295 0 95 50,200 1,004
Arthritis (%) 50,295 3,234 61 47,000 940
In paid employment (%) 50,295 90 5 50,200 1,004
Has degree (%) 50,295 86 9 50,200 1,004
Lives with spouse/partner (%) 50,295 0 95 50,200 1,004
Religion makes a great  
difference (%) 50,295 3,234 61 47,000 940

Note: Hours of sleep was asked in a supplemental self-completion questionnaire that was 
returned by only 85.9% of interview respondents, whereas all other items were adminis-
tered in the face-to-face interview. The items on body mass index, arthritis and religion 
were not included in the proxy version of the face-to-face interview, which was adminis-
tered for 6.4% of respondents.
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Explicit Stratified Sampling with 11 Strata

The first stratified design considered is one with eleven explicit strata, defined by 
the person’s age. The first stratum consists of persons aged 16 to 19; the following 
nine strata consist of five-year age bands from 20-24 to 60-64; the final stratum 
consists of person 65 years old or older. Proportionate stratified sampling with a 
sampling fraction of 1 in 50 is used. The sampling variance of a mean is therefore 
calculated as in expression (2) above, with 50

i
i

Nn =  and I = 11.

Explicit Stratified Sampling with N/100 Strata

The second stratified design considered is one with N/100 equal-sized explicit 
strata, again defined by the person’s age. It can be seen from Table 1 that this cor-
responds to between 378 and 502 strata. The strata are created by first sorting the 
population in increasing order of age and then treating the first 100 in sorted order 
as the first stratum, and so on. A simple random sample of n = 2 is selected from 
each stratum. The sampling variance of a mean is therefore calculated as in expres-
sion (2) above, with ni = 2 and I = N/100.

Implicit Stratified Sampling with n = N/50

The third design considered involves sorting the population in increasing order of 
age and then selecting a systematic random sample of N/50 cases using a random 
start between 1 and N/50. There are therefore N/50 possible samples that could be 
selected and the sampling variance of a mean is calculated as the variance of the 
N/50 corresponding sample means, as in expression (5), with n = 50.

In addition to calculating the true sampling variance for this design, the 
expected value of the estimated sampling variance was calculated using the con-
secutive pairs method outlined in section 2 above. This was done by calculating the 
estimate produced by expression (5) for each of the N/50 possible samples and then 
taking the mean of these N/50 values. 

Results
For each of the eleven variables, Table 2 presents the true standard error of the 
sample mean under each of the four sample designs under consideration, as well as 
the expected value of the estimate of the standard error for the ISS design under the 
consecutive pairs method. The true value of the population mean is also presented 
for reference (first column). It is worth noting firstly that the relative standard errors 
vary greatly between the eleven estimates. Under SRS, they range from 0.01 to 
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0.08, with the exception of body mass index, which has a relative standard error of 
0.65 (driven by a number of influential outliers). This provides a range of circum-
stances in which to compare the effects of alternative stratified sample designs. 

As expected, standard errors are in all cases smaller under stratified sam-
pling than under simple random sampling. In fact the rank order of the four designs 
in terms of standard error is the same for all eleven estimates: ESS with eleven 
strata provides an improvement in precision over SRS, ESS with around 500 strata 
(N/100) provides a further improvement, and ISS improves precision further still. 
The relative extent of the standard error reduction varies between the estimates, 
however. For example, for estimating mean number of children or the proportion 
of people in paid employment most of the gains to be had from stratifying by age 
accrue with the use of just eleven explicit strata: extensions to 500 strata or ISS 
provide only very modest marginal gains. For body mass index and for the propor-
tion suffering from arthritis, on the other hand, the gains in moving from eleven to 
500 explicit strata are similar or greater in magnitude to those in moving from no 
strata (SRS) to eleven. These differences evidently reflect the differing nature of the 
associations of the variables with age and are illustrated in Figure 1, which presents 
the design effect for each of the three stratified designs (ratio of sampling vari-
ance under ESS or ISS to that under SRS). The proportion suffering from arthritis 
stands out as the estimate that gains most in terms of precision from each of the 
successive enhancements to stratification. The precision gain in moving from the 
ESS11 to the ESS(N/100) design demonstrates that tendency to suffer from arthritis 
is quite strongly associated with age, even within the eleven strata of the ESS11 
design. However, the further gain in moving to the ISS design shows that even 
within (at least some of) the 470 strata in the ESS(N/100) design there remains an 
association of arthritis with age. This may seem surprising considering that each 
of the 470 strata covers an age range of only around 2.5 months, on average, but 
is explained by the strata towards the upper end of the age range – where arthritis 
is most prevalent – covering larger age ranges, reflecting the smaller population 
sizes. The design effect of around 0.65 for this estimate with ISS – the smallest of 
all the design effects in this study – represents a very considerable precision gain. 
Without stratification, this improvement in precision would require an increase in 
the sample size with SRS from 940 to 1,443 – an increase that would have consider-
able cost.

The other variable that stands out in Figure 1 is the only attitudinal variable in 
the study, the proportion of people agreeing with the statement that religion makes 
a big difference in life. This variable stands out because the precision gains from 
stratification are much more modest than for all other variables. Beliefs about the 
importance of religion are only very weakly associated with age.

Turning now to the final column of Table 2, it can be seen that the consecutive 
pairs method of variance estimation for ISS results in a modest over-estimation of 
standard errors, i.e. an under-estimation of the precision gain from stratification. 
The expected value of the estimated standard error is typically similar to, or just 
slightly smaller than, the true standard error with the ESS(N/100) design. This is of 
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course the design that is assumed by expression (4) with nj = 2, but the estimated 
standard errors differ from the true standard errors under this design due to the data 
having been generated by a different mechanism.

Table 2	 Standard errors of means and proportions under four sample designs, 
and mean estimated standard errors for implicit stratified sampling

Mean

s.e. Est.(s.e.)

SRS ESS(11) ESS(N/100) ISS ISS

Continuous variables
Total monthly income 1479.0 49.82 47.28 46.22 45.33 46.24
Monthly benefit income 466.0 37.28 36.23 36.08 35.72 36.15
Number of children 1.600 0.0467 0.0406 0.0403 0.0403 0.0403
Hours of sleep 6.97 0.0587 0.0577 0.0576 0.0574 0.0576
Body mass index 26.06 17.03 16.42 15.35 15.19 15.28

Binary variables
Limiting long-term illness (%) 34.93 1.489 1.400 1.397 1.392 1.396
Arthritis (%) 14.29 1.130 1.042 0.976 0.912 0.968
In paid employment (%) 52.29 1.560 1.362 1.339 1.333 1.339
Has degree (%) 21.37 1.281 1.242 1.236 1.216 1.226
Lives with spouse/partner (%) 61.51 1.520 1.384 1.356 1.338 1.344
Religion makes a great  
difference (%) 22.13 1.340 1.337 1.334 1.331 1.333
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 Figure 1	 Design effects for three sample designs



methods, data, analyses | Vol. 13(2), 2019, pp. 253-266 264 

Discussion
The simulation study has shown, using real survey data, that ISS provides use-
ful precision gains relative to ESS. This is true even when comparing to the most 
detailed form of ESS possible, namely that which involves creating strata such that 
just two selections are made from each stratum (i.e. the minimum number that 
permits variance estimation.) This result should lead researchers to question why, 
whenever useful auxiliary data are available for sample stratification, one would 
ever choose not to use implicit stratification, given that estimates will be less pre-
cise as a result. In practice, ESS typically involves a rather smaller number of strata, 
such that the average number of sample elements selected from each stratum is very 
considerably greater than two, perhaps more akin to the ESS11 design presented 
here, in which around 90 elements are selected per stratum. In this study, the ISS 
design produced substantially smaller standard errors than the ESS11 design. Gains 
are apparent, though more modest, even relative to the ESS(N/100) design. There 
consequently seems to be a strong case for ISS designs rather than ESS designs of 
this kind. 

Furthermore, the approximation commonly used to estimate standard errors 
with ISS results in only a modest over-estimation. This would make statistical tests 
slightly conservative, which is probably more desirable than the false precision that 
would be provided by the opposite. In any case, the extent of the over-estimation 
(systematic error) is most likely small compared to the extent of sampling vari-
ance in the standard error estimate (random error). This conclusion is consistent 
with that of Wolter (1985, p. 283) who compared eight different possible variance 
estimators for systematic sampling and concluded that the consecutive pairs esti-
mator “performed, on average, as well as any of the estimators” and “in very small 
samples … might be the preferred estimator”.

The choice between ESS and ISS would therefore seem to come down to a 
choice between improved precision of the survey estimate or unbiased estimation 
of the precision of the survey estimate. To take the estimation of the proportion of 
people suffering from arthritis as a concrete example, would researchers prefer to 
have a standard error of 0.976 associated with their estimate (expected value) of 
14.29 (the smallest standard error that would be possible with ESS) and to have an 
estimate of the standard error with an expected value of 0.976, or to have a standard 
error of 0.912 (with ISS) and an estimate of the standard error with an expected 
value of 0.968? For descriptive estimation, it is hard to imagine why the less precise 
estimate might be preferred. The choice could be less clear, however, when the 
objective is statistical inference. Analysts could justifiably prefer unbiased hypoth-
esis tests, including those that are implicit in the fitting of statistical models. This 
distinction between different kinds of analysis objectives is particularly problem-
atic for surveys that are used for both types of analysis, as only one sample design 
can be used. The ideal solution might be to develop ways of adjusting in inferential 
analysis for the bias in the variance estimator.
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It should be noted that results could be different if a combination of multiple 
stratification variables were used rather than a single variable, as in the simulations 
presented here. With a single stratification variable, it is likely that any relationship 
of the implicitly stratified ordering with the target parameters will be monotonic, 
or at most quadratic in nature, whereas when combining variables large disconti-
nuities in the distribution can occur at the boundaries of categories of a variable. 
However, there is no suggestion in Wolter (1985, p.268) that the bias in the consecu-
tive pairs estimator is strongly dependent on whether one, two or three stratification 
variables are used.

A limitation of the empirical results presented here is that they are restricted to 
full-sample means and proportions. Some additional simulations (results not shown) 
for subclass means and proportions based on the same variables suggest that ISS 
less frequently provides a noticeable improvement in precision over the ESS(N/100) 
design. This could be because relatively few of the strata in the ESS(N/100) design 
provide more than one element in the subclass, in which case there is little scope for 
further precision gains. However, to explore this limitation further, analysis should 
be extended to a range of subclasses, with different distributions over strata, and to 
other types of ratio estimates. Such investigation is beyond the scope of this article.

A final point to note is that the situation considered here is that of single-
stage sample selection. In practice, stratification is also sometimes used at one or 
more stages of a multi-stage design. For example, many address-based surveys use 
stratification at the first stage but not at the final stage (e.g. Lynn, 2009; Lynn & 
Lievesley, 1991). The precision gains due to stratification are generally likely to 
be more modest in such designs than in single-stage designs, and consequently the 
differences between ISS and ESS may also be more modest. A different situation 
is where stratification is used at the final stage of a multi-stage design. An example 
might be the selection of pupils within schools after first selecting a sample of 
schools. In this situation, precision gains can be considerable and it seems likely 
that the effects described in this article should apply. Indeed, the likely small sam-
ple size within each primary sampling unit is likely to result in ISS having even 
greater advantages, for the design weight reasons discussed in section 1 above.

References
Breidt, F.J., Opsomer, J.D., & Sanchez-Borrego, I. (2016). Nonparametric variance estima-

tion under fine stratification: an alternative to collapsed strata. Journal of the American 
Statistical Association, 111:514, 822-833.

Cochran, W. (1946) Relative accuracy of systematic and stratified random samples for a 
certain class of populations. The Annals of Mathematical Statistics, 17(2), 164-177.

Cochran, W. (1977). Sampling Techniques, 3rd Edition. New York: John Wiley.
Fuller, Wayne A. (2009). Sampling Statistics. Hoboken, NJ: Wiley.
Groves, R.M., Fowler, F.J., Couper, M.P., Lepkowski, J.M., Singer, E., & Tourangeau, R. 

(2009). Survey Methodology (2nd edition). Hoboken, NJ: Wiley.



methods, data, analyses | Vol. 13(2), 2019, pp. 253-266 266 

Henry, G.T. (1990). Practical Sampling. Newbury Park, California: Sage.
Kalton, G. (1983). Introduction to Survey Sampling. Sage Quantitative Applications in the 

Social Sciences Series, paper 35, Beverly Hills, California: Sage.
Kish, L. (1965). Survey Sampling. New York: John Wiley.
Lynn, P. (2009). Sample design for Understanding Society. Understanding Society Working 

Paper 2009-01, Colchester: University of Essex.
Lynn, P., & Lievesley, L. (1991). Drawing General Population Samples in Great Britain. 

London: SCPR
Madow, W. G., & Madow, L. G. (1944). On the theory of systematic sampling, I. Annals of 

Mathematical Statistics. 15, 1–24.
Rust, K., & Kalton, G. (1987). Strategies for collapsing strata for variance estimation. Jour-

nal of Official Statistics. 3, 69-81.
Seth, G. R. (1966). On collapsing of strata. Journal of the Indian Society of Agricultural 

Statistics. 18, 1-3.
Stehman, S.V. & Overton, W.S. (1994). Comparison of variance estimators of the Horvitz-

Thompson estimator for randomised variable probability systematic sampling. Journal 
of the American Statistical Association, 89(425), 30-43.

Wolter, K.M. (1984). An investigation of some estimators of variance for systematic sam-
pling. Journal of the American Statistical Association, 79(388), 781-790.

Wolter, K. M. (1985). Introduction to Variance Estimation. Berlin: Springer-Verlag.



DOI: 10.12758/mda.2017.14methods, data, analyses | Vol. 13(2), 2019, pp. 267-290

Behavioral Intentions, Actual Behavior 
and the Role of Personality Traits.
Evidence from a Factorial Survey Among 
Female Labor Market Re-entrants

Katrin Drasch
Friedrich-Alexander University Erlangen-Nürnberg

Abstract
Factorial surveys (FS) are used frequently to draw conclusions about behavior. However, 
in FS only behavioral intentions are measured and answering fictive situations are likely 
to be connected with individual personality traits. Therefore, it is unclear to what extent 
behavioral intentions as measured by FS and actual behavior are related. It is also unclear 
whether and how personality traits influence intentions and actual behavior. This paper 
addresses this subject matter by analyzing these research questions. The theory of planned 
behavior serves as the theoretical basis (Ajzen, 1991). 
The research questions are addressed with data from a factorial survey collected among 
395 prospective female labor market re-entrants. They were asked about their willingness 
to accept lower wages if compensated by “positive” nonmonetary job characteristics. A 
follow-up study after one year also included information on actual behavior, i.e., whether 
the woman has found a job. The analysis reveals that women who are willing to accept 
“negative” job characteristics are more likely to re-enter employment, suggesting a high 
correlation between results from the factorial survey and actual behavior and thus external 
validity. Furthermore, personality traits only have a minor influence on behavioral inten-
tions and behavior. This confounds previous non-experimental research results. However, 
some individual effects are different in the intentions and behavioral model, which also 
indicates differences between experimental and real-world settings.
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Factorial surveys (FS) are a powerful tool for collecting information on norms 
and attitudes (cf. Auspurg & Hinz, 2015). In recent decades, research using FS has 
rapidly increased (cf. Wallander, 2009). The method makes use of different fictive 
situations that must be judged in an interview sequentially by the respondents. In 
addition, FS can also be used to draw conclusions about behavior or more precisely 
about behavioral intentions (e.g., Abraham et al., 2013; Nisic & Auspurg, 2009). 

When measuring behavioral intentions instead of behavior, first the ques-
tion arises whether behavioral intentions as measured by FS are related to actual 
behavior. Second, it is unclear how personality traits influence intentions and actual 
behavior. Third, it is unclear whether the assumed link between intentions and 
behavior works differently for individuals with different personality traits. Thus, 
we examine the role of personality traits for the interplay of intentions and behav-
ior. We use the FS framework that allows examining the role of personality traits 
for the same respondents and studying a similar situation in a fictional as well as 
real-world setting. This is important because personality traits might affect actual 
behavior in a different way than they might affect behavioral intentions. In addition, 
individuals with different personality traits might respond to fictive situations in 
another kind of way because they are stimulated differently by them. This of course 
would confute the general applicability of factorial surveys. In sum, this contrib-
utes to further knowledge about the external validity of FS which is regarded as a 
research gap (Auspurg & Hinz, 2015).

So far, research on the comparison of intentions and actual behavior in the FS 
survey framework has mostly focused on mobility decisions and decision inten-
tions. Nisic and Auspurg (2009) conclude that the intention to move as measured by 
a factorial survey and realized moves observed in a representative population sur-
vey are driven largely by the same factors, although the magnitude of planned and 
actual moves is different. Also, Hainmueller, Hangartner, and Yamamoto (2015) 
examine citizenship decisions in a survey experiment and in a behaviorial setting 
and find that the survey experiment leads to a reliable estimation of the effects as 
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compared to the real-world. However, little is known about the cognitive processes 
underlying the response to a factorial survey (Auspurg & Hinz, 2015). 

With respect to previous research about the relation between intentions and 
behavior in general not focusing on the FS framework, psychological research has 
proven in many different contexts that this relation exists but that the magnitude 
depends on the specific conditions under study (for an overview we refer to Ajzen, 
1991). Psychological research sometimes finds a low correlation between general 
personality traits and behavior in a specific situation (e.g., Mischel, 1968). In con-
trast, Back, Schmukle, & Egloff (2009) report that direct and indirect measures 
of personality predict various types of behavior. However, coming from a survey 
methodological perspective, we are not interested in studying the intra-individual 
differences in intentions and behavior but whether (prospective) behavioral inten-
tions as measured with FS and (retrospectively measured) behavior as measured 
in general social surveys are related to each other and to what extent personality 
influences this relationship. 

Answers of respondents of FS on behavioral intentions and behavior itself can 
be suspected to be prone to be biased through different personality traits of indi-
viduals. Several studies from the field of economics (for an overview we refer to 
Almlund et al. 2011) have used the concept of personality to study their impact with 
respect to different labor market behaviors, for example, smoking (Anger, Kvas-
nicka, & Siedler, 2011) or income (Heineck & Anger, 2010). 

With respect to our example - the labor force participation decision of moth-
ers - economic literature has examined the influence of personality traits on actual 
behavior (Wichert & Pohlmeier, 2010; Berger, 2010). However, this research shows 
rather mixed results. While Wichert & Pohlmeier (2010, p. 16) conclude that “all 
personality traits except agreeableness significantly influence the participation 
decision”, Berger (2010, p. 1) states that “the dimension agreeableness of the Big 
Five personality traits is found to be associated with later return to employment”. 
Notably both articles studied the labor force participation of mothers in Germany 
in a similar timeframe. Both articles are based on the GSOEP data, and the instru-
ment used to measure personality was the Big Five assessment as developed for the 
SOEP 2005 (BFI-S) (Gerlitz & Schupp, 2005; Dehne & Schupp, 2007). However, 
what is different is the sample. While Wichert & Pohlmeier (2010) use a cross-sec-
tional dataset, Berger (2010) uses the SOEP as a longitudinal dataset.). Within the 
context of FS research, the relation between personality traits, behavioral intentions 
and actual behavior has not yet been studied to our knowledge. 

Therefore, this article uses the return decision of mothers who have been out 
of the labor market for several years to study both behavioral intentions in a FS 
survey framework and the actual behavior of mothers in a real-world setting. The 
research questions will be addressed with data from a FS collected among 395 
women who are prospective labor market re-entrants. They were asked about their 
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willingness to accept lower wages if compensated by job characteristics that are 
regarded as more favorable by society (e.g., not overqualified labor). The FS con-
tains information on behavioral intentions that covers the likelihood of accepting a 
given job offer with certain characteristics. It also contains a short version (15-item 
version as used in the German Socio-Economic Panel) of the assessment of Five-
Factor Model (Big Five) (Dehne & Schupp, 2007). A follow-up study after one year 
also includes information on actual behavior, i.e., whether a woman has found a job 
and, if so, the characteristics of this job.

Theoretical Framework and Hypotheses
The theory of planned behavior (TPB) (Ajzen, 1991) as an extension of the theory 
of reasoned action (Ajzen, 1988) is suitable to derive hypotheses on the influence 
that personality traits have on both actual and planned behavior. The TBP is a gen-
eral and parsimonious model that predicts a broard range of behaviors (Connor 
& Abraham, 2001). According to this theory, attitudes, subjective norms and per-
ceived behavioral control are related to behavior when certain assumptions are met. 
In our context, this makes it possible to relate re-entry intentions with realized 
job re-entries of mothers after family-related employment interruptions. Within the 
TPB also personality as a possible influence factor can be integrated (Connor and 
Abraham, 2001). 

One prerequisite is that the measurement of intentions corresponds to the 
behavior that is aimed to be predicted (Ajzen, 1991). This is known as the com-
patibility principle. This principle claims that intentions and actual behavior are 
closely related when they address the same decision and are measured on the same 
level. This similarity refers to action, aim, context, and timing (Kalter, 1997). In 
our example, we measure intentions as re-entry willingness when a specific job 
offer with certain characteristics is presented. We also examine realized re-entries 
of mothers. Thus, we relate a decision with restricted information on certain job 
characteristics to a decision covering most likely more than the described job offer. 
Similarity with respect to action and aim is thus given. The context, however, is 
different: while intentions are measured through an experimental setting, realized 
entries refer to the actual behavior of an individual in a real-world setting. With 
respect to timing, we conclude that the situation is similar because women who 
are in the process of re-entry will be examined although they might not yet have 
been in the situation of being confronted with a job offer when the intention was 
measured. 

Intentions include motivational factors that have an influence on behavior. As 
such, they are seen as an indicator of the extent to which individuals are willing 
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to exert the actual behavior. Not surprisingly, stronger intentions should lead to a 
higher likelihood of actually exhibiting the behavior (Ajzen, 1991). 

Furthermore, the decision under study must be under the volitional control of 
the individual. Volitional control refers to whether the person can decide at will to 
perform or not perform the behavior. What is problematic is that some behaviors 
meet this requirement better than others. However, when a person has both the 
opportunity and resources, he or she should also be able to exhibit the behavior. 
In our example, we look at women who are prepared for a successful labor market 
re-entry and have the opportunity to accept a given job offer due to the positive 
general conditions in the German labor market. In sum, we expect that behavioral 
intentions and actual behavior are closely related (hypothesis 1). 

Due to the compatibility principle, rather general personality traits are 
expected to have no direct influence on the behavior itself (hypothesis 2). Personal-
ity traits are assumed to have only an indirect impact by influencing factors that are 
more closely connected to the behavior (Ajzen, 1991). This is in line with previous 
argumentations from psychology that traits as broad behavior dispositions are not 
suitable to be linked with behavior in a very specific situation. 

In addition, family (partnership status, age of youngest child) as well as indi-
vidual characteristics (age, educational attainment, duration of interruption, and 
place of residence) can be assumed to influence an individual’s decision to re-enter 
the labor market. However, these are not central for our argumentation and we refer 
to Drasch (2013) for a theoretical elaboration on the effects of those characteristics. 

Data and Measurement 
Data Collection

Data are taken from a supplement of an evaluation project (‘Perspektive Wiede-
reinstieg’ – PWE) developed by the Federal Ministry for Family Affairs, Senior 
Citizens, Women and Youth (BMFSFJ) and conducted on behalf of the Institute of 
Employment Research (IAB). This project aimed to re-include women in the labor 
market who had been inactive for at least three years but want to return to paid 
employment. In addition, a comparison group consisting of women who have been 
classified as prospective job returners (“Berufsrückkehrerinnen”) not taking part in 
the evaluation project was generated through matching techniques (NN-matching 
on the regional level and propensity score matching on the individual level) (Diener 
et al., 2013). We use both groups and control whether the women belong to one or 
the other group in the statistical analyses. 

A professional social research company conducted CATI interviews with two 
cohorts of project participants and two comparison groups of registered prospective 
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returners. After the first interview, all women were asked whether they were will-
ing to participate in an add-on online survey containing the FS. If they stated their 
consent, their e-mail address was then noted down. Thus, the sample under study 
should be considered as a convenient rather than a representative sample. Knowl-
edge about actual behavior or more precisely whether they had actually re-entered 
the labor market was generated through wave two panel data.1 

In total, 395 prospective labor market re-entrants can be analyzed with the 
data. The prospevtive labor market re-entrants were all female because the pre-
requisite to take part in the program was to have interrupted employment due to 
family obligations. Because only very few men participated in the program, they 
were excluded from the quantitative part of the evaluation study. The participating 
women were asked about their willingness to accept lower wages if they were com-
pensated by more favorable nonmonetary job characteristics. The factorial survey 
contains information on behavioral intentions, i.e., on the likelihood of accepting 
a given job offer with certain characteristics, as well as a short version (15 item-
version as used in the German Socio-Economic Panel) of the Five-Factor Model 
(Big Five) that collects information on five central personality traits: neuroticism, 
extraversion, openness to experience, agreeableness and conscientiousness. Fur-
thermore, we include family as well as individual characteristics as control vari-
ables. For more information on the sample characteristics of the FS we refer to 
Drasch (2013). 

Vignette Setup

FS, often alternatively called vignette studies, are suitable to model decisions in 
complex scenarios (Rossi & Anderson, 1982; Jasso, 2006). Respondents receive 
several hypothetical scenarios (vignettes) that include an independent variation of 
a limited number of dimensions. The independence of the dimensions is reached 
through external variation, which makes a causal interpretation of the dimensions 
possible. A convenient sample is then sufficient to make predictions about the rel-
evance of the dimensions. Thus, a factorial survey can be regarded as a controlled 
experiment. 

The vignettes consisted of several dimensions that are assumed to have an 
influence on the re-entry decision, i.e., search phase, search situation, training, 
work volume, commuting time, wage and working hours. Those dimensions are 
consistent with previous recommendations on the design of vignettes (cf. Auspurg 
& Hinz, 2015; Auspurg et al., 2015) of two (search phase and situation) or three 
(training, volume of work, commuting time, wage and working hours) variations of 

1	 Because of data protection regulations of the project, the data and the files cannot be 
made available to the public. 



273 Drasch: Behavioral Intentions, Actual Behavior and the Role of Personality Traits

the dimensions. These so-called levels were generated bearing in mind meaningful 
values for the group under study based on a review of the literature on job dimen-
sions. Figure 1 shows a sample vignette.

Answers could be given on a scale ranging from 0 to 100 percent with 5 per-
cent intervals. In sum, 21 answer categories were generated allowing the dependent 
variable to be treated as metric. More specifically, a number matching technique 
was used in line with magnitude scaling and the starting point for respondents was 
set at 0 percent. We are confident that these techniques combine the advantages and 
disadvantages of both techniques (Schaeffer & Bradburn, 1989). 

The 2x2x3x3x3x3x3 levels of the dimensions resulted in 972 possible combina-
tions. None of the combinations had to be excluded due to implausibility. To reduce 
the number of vignettes to 200, a resolution V design (Dülmer, 2007; Kuhfeld, 
Randall, & Garratt, 1994; Kuhfeld 2010) was chosen and the levels were orthogo-
nalized to allow for estimation of the main level effects and first order interactions. 
This resulted in a D-efficient design with a D-efficiency of 98.1 with 100 being the 
maximum value. This is regarded (cf. Auspurg & Hinz, 2015; Dülmer, 2016) as 
very efficient.2 A final step consisted of the random allocation of 10 vignettes to 
one deck of vignettes resulting in 20 decks. Those decks were then also randomly 
allocated to the respondents.

Big Five Personality Traits (BFI-S)

The measurement of personality is based on the Big Five approach, which assumes 
that personality is also reflected in answers to statements about one’s attitudes. We 
use the shortest available two-minute-version for Germany (BFI-S) that covers 15 
items measuring the concept’s five personality traits: Neuroticism (N), Extraver-
sion (E), Openness to experience (O), Agreeableness (A) and Conscientiousness 

2	 We thank Katrin Auspurg, LMU Munich, for the technical implementation in SAS. 

Figure 1	 Sample vignette, own translation 
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(C). The version was developed for the German Socio-Economic Panel and was 
used for the 2005 wave (Gerlitz & Schupp, 2005; Dehne & Schupp, 2007). Possible 
answers were given on a 7-point Likert type scale. One major advantage of this 
approach is that the descriptive results with respect to the measurement of person-
ality traits can be compared to a general population survey. The items were normal-
ized as described in Dehne and Schupp (2007) and have a mean value of 50. The 
cronbach’s alpha values of the traits range between 0.5 and 0.72. So, the internal 
reliability of the traits is fairly low but comparable to the values in the GSOEP 
study. Table 1 shows the Big Five items that were presented in random order to the 
respondents on an extra page in the online survey. 

Willingness to Accept Unfavorable Job Characteristics

To provide a real-world validation and compare the results to the acceptance inten-
tions, we selected a data setup which is displayed in Figure 2.

We restrict our sample to all women who were not employed (including  
marginally and occasionally employed) when the online factorial survey was con-

Table 1	 Dimensions of the BFI-S (translated from German)

Trait Item 
I see myself as someone who …

Cronbachs α

extraversion … is communicative, talkative
… is outgoing, sociable
… reserved (-)

0.69 (0.61)

agreeableness … has a forgiving nature
… is considerate and kind to others
… is sometimes somewhat rude to others (-)

0.50 (0.50)

conscientiousness … does a thorough job
… does things effectively and efficiently
… tends to be lazy (-)

0.55 (0.67)

neuroticism … is relaxed, handles stress well (-)
… gets nervous easily 
… worries a lot

0.64 (0.57) 

openness … is original, comes up with new ideas
… has an active imagination
… values artistic experiences

0.72 (0.73)

(-) negatively coded items are reversed before analysis; results for Cronbachs α from 
SOEP 2005 pretest in parentheses 



275 Drasch: Behavioral Intentions, Actual Behavior and the Role of Personality Traits

ducted and examine whether they are employed full- or part-time in the follow-up 
interview about a year later. Thus, we excluded women who were not employed 
when the first interview was conducted but already reported being employed in the 
online survey. 

As an additional independent variable, we compute a variable that examines 
the individual deviance (on the vignette level) from the average judgement of the 
given vignette (without the respondent’s own individual judgement to avoid a bias 
to the average judgement). Thus, the computation of the average judgement on the 
vignette level is based on around 40 judgments with a range of 25-63 judgements. 
The following formula illustrates this: 

ij ij jDev X X= −  	 (1)

This variable displays broadly the individual willingness to accept unfavorable job 
characteristics as compared to others who are given the same vignette. The stan-
dard deviation of this variable amounts to 26 percentage points with a minimum 
value of -80 and a maximum value of 76, which indicates a large range (see Table 
A in the appendix). For the empirical analysis, the variable is standardized with a 
mean value of 0 and a standard deviation of 1. 

Empirical Method and Results
Modeling Approach

As the dependent variable for one part of the analyses, we use the vignette judg-
ment (Y). As the set of variables on the vignette level, we use the six job dimen-
sions described above. Furthermore, we include variables on the individual level 
(Z), including the Big Five personality traits. Age, partnership status, age of young-
est child, residence, duration of interruption, and educational attainment were also 
included as control variables as in Drasch (2013). Table A in the appendix shows 
the distribution of the independent variables. 

online
factorial
survey

first telephone
interview

not employed employed

Figure 2	 Real-world validation setup
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Thus, the data can be considered as multi-level data with two levels. On the 
superordinate level, the individual is set, and on the subordinate level, the judg-
ment of the ten different vignettes (cf. Figure 3a) is set. However, the data structure 
becomes more complicated when including the individual deviance and examining 
realized entries. Then, an alternative approach is to view the vignette as a super-
ordinate level and the different vignette judgements (ranging from 26 to 64 judge-
ments per vignette) made by several individuals as a subordinate level. Figure 3b 
illustrates this. 

Thus, individuals share not only common properties but also vignettes. Ide-
ally, this leads to a 3-level mixed effects models with vignette judgements on level 
1, individual characteristics on level 2, and vignette properties on level 3 (Rabe-
Hesketh & Skrondal, 2012 a,b). However, the low number of cases makes it impos-
sible to estimate such models.3 As an alternative, we estimate (linear) random inter-
cept models (Rabe-Hesketh & Skrondal, 2012a) that account for both structures 
separately and compare the results. As a robustness test, we also capture the struc-
ture by estimating cluster robust standard errors (Cameron & Trivedi, 2010).

To compare the results of the linear regression models used to analyze the 
vignette models on behavioral intentions and the logistic regression models used 
to analyze actual behavior, we estimate average marginal effects (AME) (Mood, 
2010) for the logistic regression models. As such, they are comparable to effects 
estimated in linear regression models. The results of all models then display the 
impact in percent on the likelihood of re-entering employment either as behavioral 
intention or as actual behavior. To test the difference between the models obtained, 
we rely on two different strategies: on the one hand, we adopt a strategy proposed 
by Auspurg and Hinz (2011) and test whether the squared differences of regression 
coefficient and AME normed by the sum of both variances differ from zero. The 
distribution of the value of the test statistics follows a Chi-square distribution. What 

3	 Due to the low number of cases, the likelihood estimators in those models do not con-
verge. 

vignette
judgement

1

individual

(N=376)

…
vignette

judgement

10

vignette

(N=200)

vignette
judgement

(Min=26)

vignette
judgement

(Mean=41)

vignette
judgement

(Max=64)

Figure 3a   Vignettes nested in                    Figure 3b   Judgments nested in  
individuals		    vignettes
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is problematic is that this test requires no covariance between both models – an 
assumption that is violated per se when estimating effects for the same group under 
study. On the other hand, we apply a seemingly unrelated regression (SUR) (Zell-
ner, 1962; Cameron & Trivedi, 2010). However, this strategy is unable to capture 
the nested structure of the data completely and can only be applied to clustered 
data. Thus, we can never fully capture the structure of the data. 

Real-world Validation: Re-entry Intentions and Realized 
Re-entries

To provide a real-world validation, we examine the influence of willingness to 
accept unfavorable job characteristics and its impact on realized re-entries. The 

vignette characteristics and the individual variables are identical to the variables 
used in the factorial survey. The results of different specifications of the model are 
displayed in Table 2.

We estimate four different model specifications of logistic regression models4 
on the likelihood of re-entering the labor market. Model 1 is a random intercept 
model without personality traits. Central to our model is the impact of the indi-
vidual deviance. Indeed, the individual deviance displaying the re-entry intention 
of one person as compared to somebody else confronted with the same vignette 
has a positive impact on the likelihood of actually re-entering the labor market in 
reality. The effect is significant at the 0.05 level. Thus, the higher the willingness 
to pay for favorable job characteristics in general, the higher also is the likelihood 
that somebody re-enters the labor market. At first glance, it seems counterintuitive 
why the vignette characteristics are still included in the models, but only when 
doing so, we approach the controlled net effect of the impact of the individual devi-
ance. Furthermore, we assume that it captures the effect of time-stable unobserved 
heterogeneity arising from characteristics we cannot control for. From the vignette 
characteristics, only working fewer hours than planned as compared to more than 
planned increases the likelihood of re-entering the labor market. 

In model 2, we also included personality traits. From those, only extraversion 
has a significant, positive impact on re-entry. Extraverted means that individuals 
are engaged with the external world and enjoy company or are active, for example. 
Thus, it seems rather plausible that those individuals are more likely to re-enter. 
Also, we can see almost identical results as compared to model 2. Again, the impact 
of the individual deviance from the average vignette judgment is positive and sig-
nificant. When we transfer the odds ratio of the variable into an AME (Mood, 

4	 The results are displayed as odds ratios (ORs). A value of the OR greater than one can 
be interpreted as a positive influence and a value less than one as a negative influence 
on the dependent variable.
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Table 2	 Big Five and realized job entries, different model specifications 

(1) (2) (3) (4)
without person ri vignette ri xtmixed

vignette characteristics

individual deviance 1.293* 1.292* 1.116 1.009*

(standardized) (0.144) (0.143) (0.0764) (0.004)

phase: just started 1.146 1.144 1.065 1.006
ref.  already searching for a while (0.210) (0.208) (0.113) (0.006)

situation: no open applications left 1.142 1.143 1.073 1.005
ref. some applications left (0.169) (0.167) (0.113) (0.007)

training: slightly over-qualified 1.261 1.260 1.151 1.009
ref. clearly over-qualified (0.262) (0.259) (0.141) (0.008)

training: according to training/abilities 1.059 1.061 1.065 1.004
(0.228) (0.226) (0.140) (0.008)

working hours: as desired 1.039 1.040 1.075 1.003
ref. more than planned (0.245) (0.243) (0.143) (0.008)

working hours: less than planned 1.452# 1.451# 1.206 1.014#

(0.317) (0.313) (0.151) (0.008)

commuting time: 15 minutes 1.206 1.207 1.122 1.008
ref. 45 minutes (0.235) (0.233) (0.143) (0.008)

commuting time: 30 minutes 0.990 0.992 0.996 1.000
(0.217) (0.216) (0.131) (0.008)

wage: 10 percent less 1.029 1.031 1.067 1.001
ref. according to previous job (0.240) (0.238) (0.137) (0.008)

wage: 30 percent less 1.008 1.010 1.019 0.999
(0.212) (0.210) (0.139) (0.008)

working hours: flexible 1.015 1.015 1.006 1.000
ref. fixed (0.222) (0.220) (0.130) (0.008)

working hours:  
agreed upon with supervisor 

0.962 0.963 1.009 1.000
(0.223) (0.221) (0.128) (0.008)

individual characteristics
partner employed full-time 4.380# 4.275# 1.796** 1.043#

ref. partner employed less than full-time (3.516) (3.449) (0.326) (0.025)

child under 6 in household ref. no 0.963 1.142 1.058 1.002
(0.635) (0.806) (0.228) (0.030)

age (in years) 1.062 1.066 1.021 1.002
(0.048) (0.052) (0.014) (0.002)

unemployed ref. not unemployed 4.253** 4.363** 1.916*** 1.050*

(2.137) (2.264) (0.210) (0.021)
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(1) (2) (3) (4)
without person ri vignette ri xtmixed

tertiary education ref. no 1.172 1.089 0.896 0.996
(0.527) (0.535) (0.110) (0.021)

duration of interruption (in years) 0.999 0.999 1.008 1.001
(0.038) (0.041) (0.010) (0.002)

living in new federal states 1.774 1.819 1.236 1.026
(1.030) (1.130) (0.234) (0.028)

first cohort ref. cohort 2 1.947 2.049    1.471*** 1.028
(0.910) (1.023) (0.167) (0.020)

participation group 0.834 0.873 0.825 0.984
(0.378) (0.410) (0.102) (0.020)

Big 5: extraversion 1.044* 1.016** 1.001
(0.021) (0.005) (0.001)

Big 5: openness 0.995 0.999 1.000
(0.016) (0.004) (0.001)

Big 5: neuroticism 0.988 0.988# 0.999
(0.025) (0.007) (0.001)

Big 5: conscientiousness 1.009 1.007 1.000
(0.024) (0.006) (0.001)

Big 5: agreeableness 0.962 0.978** 0.999
(0.028) (0.008) (0.001)

random intercept standard deviation 4.216 4.009 0.002

(sigma_u) 0.844 0.830 0.000

individuals 376 376 200

observations 3725 3725 3725 3725

Exponentiated coefficients (OR); Standard errors in parentheses
# p < .10, * p < .05, ** p < .01, *** p < .001

2010), we can conclude that a one-point increase in the individual (standardized) 
deviance increases the re-entry probability by 26 (25.62) percentage points. In both 
models 1 and 2, this variable was included and we find a small positive and signifi-
cant effect (at the 0.05 and 0.1 significance levels). Thus, the more willing a woman 
is to accept unfavorable job characteristics as examined in the factorial survey, the 
more likely it is that she takes up a job with less favorable characteristics. The 
estimated intra-class correlation rho is high (0.83). In sum, intentions and realized 
decisions are closely related, thereby finding preliminary support for hypothesis 1. 

Table 2 continued
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With respect to hypothesis 2 on the impact of personality traits, we find evidence 
against this because personality at least partly matters. 

However, in models 1 and 2, individual characteristics become more impor-
tant: Having a partner who is employed full-time compared to a partner who is 
employed less than full-time increases the likelihood of re-entering the labor mar-
ket. This result is counterintuitive but can eventually be attributed to the low varia-
tion of the variable, which can also be seen in the high values of the standard error 
of this variable. Additionally, being registered as unemployed increases the likeli-
hood of re-entering the labor market, which is in line with general expectations. 

Models 3 and 4 incorporate the idea that vignette judgements are also nested 
in vignettes. When we look at the results of model 3 where we set the random inter-
cept on the vignette and not the person level, we find no significant influences on 
the vignette level any more. Furthermore, the intra-class correlation is almost zero, 
indicating that modeling this structure is not necessary. Model 4 includes the deck 
level and the individual level in the analysis but is estimated with a mixed effects 
model. Again, none of the vignette characteristics is highly significant. This is also 
the case for personality characteristics. 

Impact of Big Five Items on Job Acceptance Intentions

First, we examine the impact of the Big Five items on job acceptance intentions. 
Table 3 displays the results of different specifications of the model.

In model 1, we estimate a standard model including vignette characteristics 
and control variables without including personality traits. This model serves as a 
control model for our other results and has been discussed extensively from both 
a theoretical and empirical point of view in Drasch (2013). On the vignette level, 
apart from the search phase, all other characteristics have a significant impact on 
the willingness to accept a job offer. With respect to the other vignette character-
istics and control variables on the individual level, the results remain rather sta-
ble compared to substantial research on this topic. In sum, we can conclude that 
mothers are willing to pay for better job characteristics in the sense that they favor 
jobs that are assumed to be more easily reconciled with family obligations. The 
intra-class correlation rho corrected for the number of variables amounts to 40.8 
percent, and the LR test of the random intercept model against a linear regression 
model is significant, indicating that incorporating the data structure in the model-
ing approach as a multi-level model is indeed necessary. 

The second model includes the Big Five personality traits. The model shows 
that apart from the personality trait conscientiousness, none of the other personal-
ity traits displays a significant effect on the willingness to accept a job offer. Thus, 
people who display a high level of responsibility for themselves as well as for others 
and who are organized, hardworking and ambitious are more likely to take up a fic-
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Table 3	 Big Five and job acceptance intentions, random intercept and 
clustered models 	

(1) (2) (3)
standard + Big 5 cluster

vignette characteristics

main phase: just started  
   ref. already searching for a while

	 -0.376 
	 (0.648)

	 -0.376 
	 (0.647)

	 -0.376 
	 (0.556)

situation: no open applications left  
   ref. some applications left

	 2.118** 

	 (0.649)
	 2.121** 

	 (0.649)
	 2.223*** 

	 (0.657)

training: slightly over-qualified 5.417*** 5.415*** 5.339***

ref. clearly over-qualified (0.801) (0.801) (0.888)
training: according to training/abilities 9.056*** 9.059*** 9.039***

(0.798) (0.797) (0.876)

working hours: as desired 15.58*** 15.58*** 15.62***

ref. more than planned (0.800) (0.799) (1.014)
working hours: less than planned 8.806*** 8.812*** 8.850***

(0.794) (0.793) (0.987)

commuting time: 15 minutes 22.41*** 22.41*** 22.27***

ref. 45 minutes (0.794) (0.793) (1.124)

commuting time: 30 minutes 15.07*** 15.06*** 14.91***

(0.798) (0.797) (0.991)

wage: 10 percent less -5.102*** -5.091*** -5.058***

ref. according to previous job (0.803) (0.803) (0.840)
wage: 30 percent less -18.40*** -18.39*** -18.21***

(0.797) (0.796) (1.038)

working hours: flexible 8.757*** 8.754*** 8.857***

ref. fixed (0.797) (0.797) (0.937)
working hours: agreed upon with supervisor 7.084*** 7.077*** 7.297***

(0.797) (0.797) (0.911)

tive job offer. The effect itself is small. For example, a 10-point increase in the value 
of the conscientiousness scale increases the acceptance rate by about 2.8 percent. 
All other personality traits do not matter. The effects are insignificant and, aside 
from that, almost zero. In addition, the intra-class correlation becomes smaller, 
indicating less explanatory power of a model with personality traits than without. 
In sum, we find some weak evidence against hypothesis 2 that personality traits and 
behavioral intentions are not related.

Model 3 shows the coefficients of a standard linear regression model with clus-
ter robust standard errors (Cameron & Trivedi, 2010). The results of this model are 
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(1) (2) (3)
standard + Big 5 cluster

individual characteristics 
partner employed full-time 0.786 1.095 0.0399

ref. partner employed less than full-time (2.131) (2.113) (2.248)

child under 6 in household ref. no 0.823 1.041 1.958
(2.693) (2.661) (2.798)

age (in years) -0.0158 0.00881 -0.0774
(0.193) (0.193) (0.192)

unemployed ref. not unemployed 4.857** 4.759** 5.564**

(1.828) (1.807) (1.848)

tertiary education ref. no 4.181* 4.435* 4.350*

(1.887) (1.872) (1.861)
duration of interruption (in years) 0.137 0.114 0.126

(0.180) (0.178) (0.195)

living in new federal states 2.412 2.603 3.314
(2.426) (2.402) (2.438)

first cohort ref. cohort 2 3.476 3.540* 2.215
(1.810) (1.779) (1.773)

participation group -1.272 -1.282 -0.949
(1.834) (1.804) (1.768)

Big 5: extraversion -0.0384 -0.0200
(0.076) (0.079)

Big 5: openness -0.0391 -0.0300
(0.061) (0.062)

Big 5: neuroticism 0.0924 0.0592
(0.083) (0.087)

Big 5: conscientiousness 0.284** 0.271**

(0.091) (0.091)

Big 5: agreeableness 0.108 0.0946
(0.101) (0.106)

constant 31.04*** 9.273 14.90
(7.623) (10.74) (10.41)

random intercept standard deviation 16.38*** 16.03***

(sigma_u) (0.691) (0.680)
level 1 residual standard deviation 19.73*** 19.73***

(sigma_e) (0.241) (0.241)
rho 0.408 0.398 0.267
individuals 376 376 (Pseudo-R2)
observations 3725 3725 3725

Standard errors in parentheses; * p < 0.05, ** p < 0.01, *** p < 0.001

Table 3 continued
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almost identical to the results of the multilevel models, indicating stability of the 
results with respect to different estimation strategies. 

Impact of Big Five Items and Realized Re-entries
Table 4 provides a different approach to answering the question of whether behavior 
and behavioral intentions are related. We now focus on the influence of individual 
characteristics on the re-entry probability on the individual level with and without 
controlling for personality traits. Because coefficients as provided by linear regres-
sion models and odds ratios provided by logistic regressions cannot be compared 
over different models (Mood, 2010; Auspurg & Hinz, 2011), we estimate AMEs for 
the logistic regressions models. Those are comparable over different model specifi-
cations, cohorts and samples. 

Model 1 includes individual control variables. The only significant influence 
factors on realized re-entry for the group under study are the unemployment status 
and having a tertiary degree. Being registered as unemployed increases the re-entry 
probability by 8.3 percentage points. When we compare this to the results as pro-
vided by model 1 in Table 3 where the impact on re-entry intention was 4.8 and test 
for differences between those two coefficients with seemingly unrelated regression, 
the difference is significant. Furthermore, having a tertiary degree increases the 
re-entry probability by 4.1 percentage points, and the difference is significant at the 
0.1 level. In addition, a seemingly unrelated regression indicates a significant dif-
ference at the 0.1 level. The Chi-2-test, however, displays no significant differences 
between the coefficients of both models. 

Model 2 in Table 4 also includes personality traits. Again, an unemployment 
effect can be found: Registered unemployed women have an approximately 8.03 
percent higher probability of actually re-entering the labor market, which is differ-
ent from the intentions of model 2 in Table 3 where the effect amounts to 4.7 per-
cent with significance at the 0.01 level. Testing whether both coefficients differ from 
each other, we find that the effect is significant at the 1 percent level. Additionally, 
the tertiary education effects are different. The overall model test of the seemingly 
unrelated regression is significant and allows for the following conclusion: includ-
ing personality traits in the modeling approach seems to enlarge the differences 
between behavioral intentions and actual behavior. 

Personality traits are not related to realized entries, none of the personality 
traits displays a significant influence on realized re-entry. Testing for differences 
compared to the re-entry intention model, it can be concluded that the effect of 
extraversion (0.171 vs. -0.0384 in the intentions model 2 Table 1) as well as consci-
entiousness (-0.069 vs. 0.284 and significant as displayed by the Chi2-Test at the 
0.01 level) is different in models examining intentions versus realized re-entries. 
Thus, behavioral traits only have a minor impact in the intention models and no 
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Table 4	 Big Five and realized re-entries, logistic regression model AMEs

(1) (2)
controls SUR Chi-2- + Big 5 SUR Chi-2

individual characteristics 
partner employed full-time 4.394 3.753

ref. partner employed less than full-
time 

(3.884) (3.903)

child under 6 in household ref. no 0.504 0.302
(4.395) (4.44)

age (in years) 0.109 0.136
(0.314) (0.32)

unemployed ref. not unemployed 8.327** ** 8.033* ***
(3.169) (3.136)

tertiary education ref. no 4.098 # 3.497 *
(3.022) (3.052)

duration of interruption (in years) -0.107 -0.100
(0.293) (0.292)

living in new federal states -1.658 -1.170
(4.075) (4.108)

first cohort ref. cohort 2 5.335 5.475#

(3.265) (3.263)

participation group -0.977 -0.836
(2.972) (2.992)

Big 5: extraversion 0.171 ***
(0.126)

Big 5: openness -0.137
(0.099)

Big 5: neuroticism 0.033
(0.137)

Big 5: conscientiousness -0.069 * *
(0.149)

Big 5: agreeableness -0.150
(0.169)

Observations 378 378 ** 
(Overall 
model) Pseudo R-squared 0.0590 0.0724

Prob > chi2 0.131 0.262
LR chi2 13.77 16.89

Standard errors in parentheses
# p<0.10, < 0.05, ** p < 0.01, *** p < 0.001
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impact in the behavioral model. In sum, this indicates that personality traits only 
have a minor importance, finding at least some support for hypothesis 2. Moreover, 
the effect sizes of the individual variables remain stable in models 1 and 2 indicat-
ing that the effects are similar not controlling and controlling for personality traits. 

Summary
This paper examines the relation of behavioral intentions as measured with the 
FS approach and actual behavior. Furthermore, it examines the role of personality 
traits in shaping this relation. This is necessary because results from FS are often 
equated with actual behavior while in reality, intentions are measured. Further-
more, one can argue that personality traits might influence intentions and actual 
behavior differently because individuals with different personality traits might 
react differently to the fictive stimuli provided by FS. This can be examined with 
research that is able to examine both the impact of personality traits on behavioral 
intentions and actual behavior in the same context. The FS embedded in the evalu-
ation project ‘Perspektive Wiedereinstieg’, which examined women who have been 
out of the labor force for several years but are in the process of re-entering the labor 
market, provided this rare opportunity. 

In the real-world validation, by looking at the association between re-entry 
intentions and realized entries, one finds that they are significantly correlated. All 
in all, this points to the high external validity of vignette measurements. How-
ever, when testing for differences in individual characteristics, some differences can 
be found. These results are similar to those from Nisic and Auspurg (2009) with 
respect to differences in magnitude but mostly not in the decision of whether they 
have a significant influence. 

In line with psychological theory, personality traits as measured by the Big 
Five do not (really) matter for behavior and behavioral intentions. We find a signifi-
cant influence of conscientiousness on the willingness to accept a job offer, but we 
think that these results should not be over interpreted because the effect vanishes 
when looking at realized re-entries. Although it seems reasonable to assume that 
individuals that are more conscientious are more willing to accept less favorable 
jobs, we see these findings congruent with previous researchers’ results which find 
an impact of other personality traits on decisions connected with mothers’ employ-
ment. Although personality traits seem to matter in each of the studies, control-
ling or not controlling for them does not substantively alter the overall findings of 
the research work. In sum, this refers to the conclusion that it is not necessary to 
include the measurement of personality traits in factorial surveys, although they do 
have some impact. 
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However, there are some shortcomings associated with this study. First, the 
theoretical model is based on the assumption that the decision is under the voli-
tional control of the individual. For obvious reasons, this might not be the case 
for labor market re-entries because, first, an employer must be found who hires a 
woman who often has been out of employment often for several years before an 
actual re-entry can be realized. To relax this severe deficit, one can argue that our 
study does not distinguish re-entries according to the volume of work but merely 
looks at a yes/no re-entry decision. 

Second, more research is needed to examine methodological issues with 
respect to the relevance of job characteristics for job acceptance. Admittedly, to a 
certain extent our dimensions have been chosen arbitrarily through common sense. 
As such, however, they must be seen as examples of job characteristics that can be 
relevant. Future research could also make use of adaptive vignette designs by using 
information on previous jobs (e.g., Abraham et al., 2013), for example, by including 
previous wages and job conditions in the study. This was not possible in our survey 
due to data protection issues. 

Furthermore, the results are naturally limited to the specific group under 
study, which is long-term non-employed mothers seeking employment. Future 
research could benefit from studying behavioral intentions, for example, job accep-
tance intentions from a much more diverse group. This requires a representative 
sample and a larger study context. 
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Table A 	 Descriptive results

Variable N Mean Std. Dev. Min Max

vignette judgement 3,725 61.72 29.75 1.00 100.00

individual deviance vignette 3,725 0.077 26.68 -80 76.1

Big 5: extraversion 3,725 50.58 16.34 -11.19 88.79

Big 5: openness 3,725 50.57 18.59 -1.53 87.62

Big 5: neuroticism 3,725 50.23 11.01 17.28 80.90

Big 5: conscientiousness 3,725 50.71 11.55 2.19 84.11

Big 5: agreeableness 3,725 50.57 9.85 8.54 80.89

partner employed fulltime 3,725 0.77 0.42 0.00 1.00

child under 6 in household 3,725 0.17 0.38 0.00 1.00

age (in years) 3,725 42.16 6.36 25 60

registered unemployed 3,725 0.44 0.50 0.00 1.00

tertiary education 3,725 0.42 0.49 0.00 1.00

duration of interruption 3,725 10.65 6.58 0.00 29.67

living in new federal states 3,725 0.19 0.39 0.00 1.00

first cohort 3,725 0.58 0.49 0.00 1.00

participant group 3,725 0.49 0.50 0.00 1.00
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Abstract
A sizable minority of all web surveys are nowadays completed on smartphones. People 
who choose a smartphone for Internet-related tasks are different from people who mainly 
use a PC or tablet. Smartphone use is particularly high among the young and urban. We 
have to make web surveys attractive for smartphone completion in order not to lose these 
groups of smartphone users. In this paper we study how to encourage people to complete 
surveys on smartphones in order to attract hard-to-reach subgroups of the population. We 
experimentally test new features of a survey-friendly design: we test two versions of an 
invitation letter to a survey, a new questionnaire lay-out, and autoforwarding. The goal 
of the experiment is to evaluate whether the new survey design attracts more smartphone 
users, leads to a better survey experience on smartphones and results in more respondents 
signing up to become a member of a probability-based online panel. Our results show that 
the invitation letter that emphasizes the possibility for smartphone completion does not 
yield a higher response rate than the control condition, nor do we find differences in the 
socio-demographic background of respondents. We do find that slightly more respondents 
choose a smartphone for survey completion. The changes in the layout of the questionnaire 
do lead to a change in survey experience on the smartphone. Smartphone respondents need 
20% less time to complete the survey when the questionnaire includes autoforwarding. 
However, we do not find that respondents evaluate the survey better, nor are they more 
likely to become a member of the panel when asked at the end of the survey. We conclude 
with a discussion of autoforwarding in web surveys and methods to attract smartphone 
users to web surveys.
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Smartphone users are different from people who mainly use a PC or laptop to 
access the Internet (Busse & Fuchs 2012; Couper et al. 2017; Maslovskaya et al. 
2017). Over time there has been a persistent difference in correlates of coverage of 
smartphone users in both Europe and the United States. People who use the smart-
phone for Internet browsing are younger and live in more urban areas than people 
who use PCs, laptops or tablets (Busse & Fuchs 2012, 2014). There is a small but 
growing group of people who are “mobile-only” (Lugtig et al. 2016; Maslovskaya 
et al. 2017), which to some degree overlap with hard-to-reach respondents in gen-
eral (Mac Ginty & Firchow 2017). Young and urban respondents are generally 
hard-to-reach in surveys; smartphone penetration and usage is also highest in this 
group (Haan et al. 2014).

In 2017, 60% of Dutch adults report to own a PC, 82% a laptop, 72% a tablet 
and 89% a mobile or smartphone. Only 39% of respondents report to have used a 
laptop in the last 3 months to access the Internet, 36% a tablet, and 79% a smart-
phone (Statistics Netherlands 2017). Despite the fact that smartphones are used 
often by many people, many respondents still prefer PCs or laptops to participate in 
surveys. Between 10-30% of all web surveys are started on smartphones (Bosnjak 
et al. 2018; Brosnan et al. 2017; Masvlovskaya et al. 2017). This “gap” between the 
frequent use of smartphones in general, and infrequent use of them in web surveys 
can probably be explained by respondents’ expectations and experiences of com-
pleting web surveys on smartphones.

Two differences stand out when the web survey experience on PCs and smart-
phones are compared. First, the screen on smartphones is much smaller, leading 
to challenges in presenting complex survey questions. Without adaptations, web 
survey question texts may not fit a smartphone screen, forcing respondents to scroll 
vertically or horizontally. Several studies have shown that splitting up grids and 
displaying one or a few items per page when participating on a mobile phone is 
a good solution to this problem (Keusch & Yan 2016; Mavletova & Couper 2016; 
Antoun et al. 2017). Still, even in this format, and controlling for respondent and 
question characteristics, Couper & Peterson (2017) find that mobile surveys take 
longer to complete. Mavletova & Couper (2015) moreover find that break-off rates 
are generally higher when respondents complete a web-survey on a smartphone, 
and that breakoff rates are considerably higher when web surveys are not optimized 
for smartphones. Despite web surveys becoming smartphone-completable, they are 
often still not smartphone-friendly or smartphone-optimized (Revilla et al. 2017). 
Designing surveys to be smartphone-friendly is necessary to convince potential 
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respondents that surveys can be completed on smartphones, and to make sure that 
they do not drop out. 

The second difference has to do with how respondents navigate from question 
to question, and page to page. PC respondents use a mouse and keyboard whereas 
smartphone respondents use their fingers. Answer selection is often done with radio 
buttons, while page-to-page navigation is typically done with ‘next’ and ‘back’ but-
tons. Some smartphone respondents may have trouble selecting those answers, or 
even finding them, especially when the ‘next’ and ‘back’ buttons are at the bottom 
corners of the page.

With autoforwarding respondents no longer have to press the ’next’ button to 
move to the next page. Instead they auto-advance, auto-submit or auto-forward to 
the next question after an answer is given. An early study on autoforwarding (Hays 
et al. 2010) focusing on PC users showed that autoforwarding may shorten the com-
pletion time, but may come at the expense of losing a smooth navigation experi-
ence. Respondents using the PC may be familiar with clicking multiple times to 
advance from page-to-page. More recent studies investigated autoforwarding spe-
cifically in the context of the rise of smartphones in web surveys (Arn et al. 2015). 
They have found that autoforwarding may work well with easy questions (Selkälä 
& Couper 2017), and can shorten response times (de Bruijne 2016), although there 
is a risk that respondents may find autoforwarding confusing, or need longer to 
think about an answer, especially when the questionnaire consists of cognitively 
difficult questions. 

This study reports on an experimental survey that had the twin goal of con-
vincing potential respondents to start a survey on their smartphone, and to deliver 
a better survey experience by a better layout and eliminating any need to scroll on 
the smartphone. We tested two versions of an invitation letter, in which one ver-
sion emphasized that the survey was smartphone-friendly, while the other did not. 
These two conditions were crossed with 3 different versions of the questionnaire: 
1) the old, not-smartphone optimized layout, 2) a new, smartphone-friendly layout 
of the questionnaire, and 3) a smartphone friendly layout combined with autofor-
warding. We expect that the new invitation letter leads to a higher proportion of 
people who start the survey on a mobile phone, and also that those respondents are 
younger and come from more urban areas. We expect that the new questionnaire 
layout leads to shorter completion times, a better survey experience, and ultimately, 
more respondents who sign up to become a panel member.
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Figure 1	 Theoretical model. The type of advance letter (mobile phone emphasis 

or not) determines device choice. Device, along with the experimen-
tal layout and navigation conditions determines the survey experience, 
which in turn affects how likely respondents become a panel member

Methods
Sample and Recruitment

The goal of the survey was to recruit respondents for the I&O Research Panel. 
This is a probability-based online panel of people in the Netherlands. Panelists 
are recruited through an opt-in question asked at the end of a recruitment survey 
that is fielded twice a year.1 In this paper, we use data from the second round of 
2017, which was fielded on August 30, 2017. A random sample of addresses selected 
from the postal address file of the Netherlands was invited by mail to participate 
in an online survey about trends in Dutch society. Because panelists from particu-
lar regions and urban areas in the Netherlands were underrepresented in the I&O 
Research Panel, the sample was a two-stage stratified cluster sample, with clus-
ters consisting of 20 cities with a population larger than 100,000 inhabitants and 
5 provinces (Friesland, Groningen, Flevoland, Noord-Brabant and Limburg). In 
each of the 20 cities2, 1500 addresses were selected using simple random sampling, 
while in each of the provinces (excluding cities already selected within those prov-
inces), 6000 addresses were selected. The survey stayed online until October 1st. 
Respondents could always leave the survey, and start where they left off at a later 

1	 In order to become a member of the I&O Research Panel, people have to complete a 
double opt-in procedure.

2	 The cities included are Amsterdam, Rotterdam, Tilburg, Breda, Eindhoven, Nijme-
gen, ‘s Hertogenbosch, Arnhem, Dordrecht, Ede, Apeldoorn, Zwolle, Oss, Maastricht, 
Roosendaal, Bergen op Zoom, Hilversum, Sittard-Geleen, Doetinchem and Heerlen.
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moment. A raffle was held among all participants, in which five 100-euro and twen-
tyfive 20-euro gift vouchers for a popular online-shopping website were given. No 
reminders were used. In our study, we used unweighted data3. 

Experiment with the Invitation Letter

The invitation letter to the survey asked whomever opened the letter to give the 
letter to the youngest person living in the household over the age of 16. The reason 
for this is again the fact that young people were underrepresented in the I&O panel. 
The invitation letter mentioned that the survey was about safety, social media, 
health and leisure, and provided a URL with individualized login to the survey. 
Within the invitation letter we embedded an experiment: in the old version of the 
letter (conditions 1, 2 and 4) we showed an icon of a regular PC next to the URL. 
In another version (conditions 3 and 5), we replaced the icon of the PC with a 
mobile phone, and included an additional sentence below the URL that stated that 
the survey was easy to complete on PCs, tablets or mobile phones. The goal of this 
experiment was to test whether 1) respondents would be more likely to use a mobile 
phone for completion and 2) whether we could attract young and urban respondents 
at a higher rate. The two versions of the invitation letter are shown in Appendix A.

Experiment Within the Questionnaire

Within the questionnaire, we experimented with the layout and navigation, split 
into three conditions, shown visually in Appendix B. In all three conditions, ques-
tions were presented page-by-page, and all versions used radio buttons. The ver-
sions differed however in the following ways:
1.	 A condition in which the old layout was used, not optimized for smartphones 

(condition 1).
2.	 A condition in which the new layout optimized for smartphones was used. In 

this layout answer options were presented vertically, and the width of the questi-
onnaire was automatically adapted to the size of the screen (conditions 2 and 3).

3.	 A condition that was identical to the new layout used in conditions 2 and 3, 
with autoforwarding added to this (conditions 4 and 5). When a respondent 
selected an answer, the next question was automatically shown on a new page. 
A ‘forward’ and ‘back’ button were still present so that respondents could skip 
a question or correct an earlier answer. Autoforwarding was used throughout 
the entire questionnaire.

3	 We repeated our analyses using sampling weights which correct for unequal selection 
probabilities of households across strata and clusters in our sample, but found no mean-
ingful differences in the results.
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Table 1 summarizes the design of our study. In total, we used 5 conditions, in which 
elements from the invitation and questionnaire experiments were combined. At 
the end of the recruitment survey, respondents received the question whether they 
would like to become a member of the I&O Research Panel. The new smartphone-
friendly layout was responsive to smartphones. The old-layout was not responsive. 

Analysis

We study whether the invitation experiment leads to a different response rate across 
devices and a different composition of the respondents. Then we study whether the 
layout and autoforwarding experiments lead to shorter survey completion times, a 
better evaluation of the survey and a higher proportion of respondents becoming a 
panel member (Profile Rate or PROR (Callegaro & DiSogra 2008)).

In order to determine what device respondents used to complete the survey, 
we coded every device that was used at the start of the survey. Devices with a 
screensize of 6.0 inches or smaller were defined as ‘smartphone’. Devices with a 
screensize larger than this were defined as PC/tablet. Because we compare multiple 
groups on different variables, we choose to conduct significant tests with α = .005 
(Benjamin et al. 2018). 

Results
Response to the Survey Across Invitation Letter Conditions

Table 2 shows the effect of the invitation letter on response rates and response com-
position in the recruitment survey. We find that the response rate for the recruitment 

Table 1	 Experimental design of study

Invitation letter Smartphone 
friendly layout Autoforwarding Gross sample size

Condition 1 Old No No 12000

Condition 2 Old Yes No 12000

Condition 3 New Yes No 12000

Condition 4 Old Yes Yes 12000

Condition 5 New Yes Yes 12000

Notes: The new letter included an icon of a smartphone, as well as the note that the survey 
could be completed on all devices. The old letter showed an icon of a PC.
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interview using the old letter (conditions 1, 2 and 4) is 6.01%, and for the new letter 
(conditions 3 and 5) is 6.22%. This difference is not significant. 

Although the invitation letter does not lead to a higher response rate, we do 
see a difference in the proportion of respondents using a smartphone. When respon-
dents receive the old letter 19.0% decide to use a smartphone, whereas this is 23.1% 
when they receive the new letter (see Table 2). In terms of the composition of the 
response, we find that the new letter does not lead to younger people, or people liv-
ing in urban areas being more likely to respond. 

Effects of Device, Layout and Autoforwarding on Survey 
Experience

Respondents can choose themselves what device they use for survey completion. 
As a consequence, there will be self-selection effects between PC and smartphone 
respondents when we study the survey experience. To account for the selection 
effects, we split the following analyses by respondents who completed the survey 
on a PC and a smartphone. 

First, we look at survey completion times. The new layout and autoforward-
ing should lead to a relatively shorter completion time on smartphones. For PC 
respondents, Table 3 shows that median completion times in the old design (condi-
tion 1=10.1), the new design (condition 2 and 3 = 10.5) and the new design + auto-
forward do not differ (conditions 4 and 5 = 10.5). When respondents complete the 
survey on smartphones, the completion time is shorter in the new design, and when 
autoforwarding is used (medians in conditions 1, 2-3 and 4-5 = 10.5, 9.9 and 9.5, 
Kruskal-Wallis Test p-value <.005). We conclude that response times were about 

Table 2	 Composition of response in recruitment survey

Old letter New letter Statistical  
difference test

Response rate 6.01% 6.22% χ2(1)=1.09, p=.29

Smartphone completion within responses 19.0% 23.1% χ2(1)=9.36 p<.005

Within smartphone respondents
Young (<25 year) 26.6% 25.2% χ2(1)=.18, p=.67
From a big city (> 100.000 inhabitants) 52.4% 50.7% χ2(1)=.22, p=.64

Within PC respondents
Young (<25 year) 13.1% 14.1% χ2(1)=.60, p=.44
From a big city (> 100.000 inhabitants) 48.4% 47.8% χ2(1)=.12, p=.73
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the same in all conditions when respondents used a PC, but about 20% shorter when 
the new layout and autoforwarding were used for smartphone respondents.

At the end of the recruitment survey, respondents were asked to rate the survey 
experience on a scale from 1 (very bad) to 10 (very good). Only the endpoints were 
labelled. Smartphone respondents on average evaluate the questionnaire with a 7.4, 
7.5 and 7.7 in conditions 1, 2-3 and 4-5. This difference among smartphone respon-
dents is not significant (F(2,728)=2.97, p=.05). This implies that despite the shorter 
time it took to complete the survey, smartphone respondents were not happier with 
the new layout and autoforwarding.

Effects on Panel Membership

Finally, we study whether the combined effect of the new letter and the question-
naire experiments have any effect on the panel membership rate. When we look 
at the PC respondents only, we find no differences between conditions. The panel 
profile rate, conditional on starting the survey, ranges from a low of 67.3% in condi-

Table 3	 Net response rate, completion time, survey evaluation and profile rates 
split for device used, across 5 experimental conditions.

Device used 

Net response 
recruitment 

survey

Survey com-
pletion time 
in minutes 
(median)

Mean survey 
evaluation  
(standard 
deviation)

Panel  
members

Panel  
profile rate 

Condition 1 PC 612 10.1 7.6 (1.2) 419 68.5
Smartphone 135 10.5 7.4 (1.4) 85 63.0

Condition 2 PC 568 10.4 7.5 (1.3) 382 67.3
Smartphone 137 10.0 7.5 (1.3) 96 70.1

Condition 3 PC 585 10.6 7.4 (1.4) 405 69.2
Smartphone 152 9.9 7.5 (1.3) 104 68.4

Condition 4 PC 571 10.2 7.5 (1.2) 390 68.3
Smartphone 138 9.0 7.7 (1.4) 90 65.2

Condition 5 PC 562 10.1 7.5 (1.3) 386 68.7
Smartphone 193 10.0 7.7 (1.3) 136 70.5

Notes: See Table 1 for explanation of the experimental conditions. The panel profile rate is 
calculated conditional on respondents starting the recruitment survey. The total response 
rate of the survey is 6.23% in condition 1, 5.89% in condition 2, 6.14% in condition 3, 
5.91% in condition 4, and 6.29% in condition 5. The unconditional panel recruitment rate 
is 4.20% in condition 1, 3.98% in condition 2, 4.24% in condition 3, 4.00% in condition 4, 
and 4.35% in condition 5.
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tion 3 to a high of 68.7% in condition 5 for PC respondents. For smartphone respon-
dents, we find no effect for panel membership either. The profile rate in conditions 
with the old layout is 63.0%, 69.2% in the new layout and 67.8% in the new layout 
combined with autoforward. A test across the three layout conditions showed that 
this difference is not significant (χ2(2)=1,73, p=.42). There is a strong relationship 
between the survey evaluation and panel membership however. People who did not 
become a panel member give the survey a 6.9 on average, whereas panel members 
give the survey a 7.8 on average. In terms of the theoretical model shown in Figure 
1, we have to conclude that the survey experience does affect the panel membership 
rate. Our experimental manipulations does however not result in respondents being 
happier with the survey, despite the reduction in the time to complete the survey.

Response Quality

We finally take a look at response quality, as a further exploratory analysis of the 
effects of our experimental conditions and to understand whether the reduction in 
interview time on smartphones comes at the price of lower data quality. Earlier 
studies have indicated that respondents may sometimes inadvertently skip ques-
tions in the autoforward condition, or otherwise have trouble navigating the ques-
tionnaire. Do we find evidence for this in our data? We do not have validation data 
in order to check whether the data respondents provided is accurate, nor detailed 
audit trail data, nor did the questionnaire include response scales which allow for 
psychometric modeling of data quality. We therefore rely on indirect indicators 
of data quality, which have been used before by for example Kaminska & Lynn 
(2012) and Lugtig & Toepoel (2016) to model data quality of smartphone survey 
responses. Specifically, we look at five sets of indicators: 
1.	 whether respondents finished the questionnaire, how many questions were not 

answered, and how many times respondents answered “Don’t know”.
2.	 two indicators for response behavior in scales: For straightlining, whether at 

any point in the questionnaire the respondent gives the same answer to all 
items on the following scales: a three-item scale asking about the difficulty of 
completing forms, a 12-item scale asking about the frequency of leisure acti-
vities, a 7-item scale asking about the importance of aspects of life (family, 
friends, leisure time, politics, work, religion, school), a 4-item scale asking 
about interest in food, and a 4-item scale asking about fear for terrorism. If the 
respondent straightlined on any of these scales, we assigned a score of 1, and if 
not, we assigned a 0.

3.	 we also code how many answers respondents choose in 2 check-all-that-apply 
questions asking for the use of 14 types of social media, and consumption of 
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11 types of new sources. More answers are considered to be indicative of better 
data.

4.	 we code the primacy effect by counting how often respondents clicked the first 
answer on three scales. The two scales mentioned above, and a third scale, 
where respondents were asked to indicate what should be the priorities for the 
Netherlands from a list of 24 policy-issues. The occurrence of a primacy effect 
is a sign of lower data quality

5.	 finally we check whether respondents left a comment to the final question “do 
you have any remarks” and if so, we count how many characters were included 
in these answers. Longer answers are considered better.

Table 4 shows the differences between the three different questionnaire layout con-
ditions, split for the device that respondents used. Across the 8 indicators that we 
distinguish to study data quality, we only find differences for 3 of them. For the num-
ber of “don’t know” responses, we find more don’t know responses on smartphones 
and fewer don’t know responses when autoforward is used. For both straightlining 
and the number of answers chosen in the check-all-that apply question, we find that 
smartphone users provide better quality: they straightline less, and provide more 
answers in the check-all-that apply question. As respondents could self-select their 
device, it is likely that the differences we find here are self-selection effects.

Most striking is that we find no other effects for any of the experimental condi-
tions, nor any interactions between our experiment and device used. This implies 
that we find that the answers that respondents give to our questionnaire do not 
depend on the questionnaire layout. No matter what layout condition respondents 
get, the answers they provide are of about the same quality. Faster responses in the 
smartphone friendly and autoforwarding conditions do not come as a price of lower 
data quality.
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Table 4	 Response quality indicators across the three layout questionnaires, 
split for the device used by the respondent

Old layout  
(not friendly)

Smartphone 
friendly layout

Friendly layout +  
autoforwarding

Device PC Smartphone PC Smartphone PC Smartphone

Dropout % 4.4 3.7 3.3 3.9 2.7 2.5

Mean Item missing .27 .34 .26 .33 .26 .27

Mean “Don’t know” answers .66 1.33 .68 .86 .67 .69

Any Straightlining .34 .23 .34 .27 .34 .29

# answers chosen in 2 check-
all-that-apply questions 7.22 7.45 7.23 7.81 7.21 8.13

# Primacy effect (max=3) 1.81 1.86 1.82 1.77 1.80 1.92

% Left a comment 17 21 18 18 16 17

Mean character length of 
comment if comment given 100 61 112 77 98 58

Notes: Univariate ANOVA Tests per behavior with layout, autoforward, device used and 
interactions between these variables as factors. Findings: Dropout: no effects, Item miss-
ings: no effects, DK: main effect of device, autoforward, Straightlining: effect of device, 
Check-all-that-apply: Effect of device, Primacy effect: no effects, Left a comment: no 
effects, Length of comment: no effects.

Discussion
In this study, we tested two ways to recruit smartphone-users into a probability-
based online panel. We find that a new invitation letter, emphasizing the possibil-
ity to participate on smartphones, does not lead to any more or different respon-
dents participating in an online-recruitment survey when compared to an old letter 
emphasizing PCs. Respondents are however somewhat more likely to use a smart-
phone to complete the recruitment interview. One possible cause of our null-finding 
is the relatively small change in the introduction letter: we used a sentence and 
changed an icon, but did not use specific fonts, or changed the content of the letters.

A second experiment had the aim to ensure that respondents who started the 
recruitment interview were more likely to become a panel member. A new respon-
sive questionnaire layout and method of navigation had the aim to make the survey 
experience shorter and more enjoyable. Here we find that that the new layout and 
autoforwarding lead to a reduction of about 20% in the survey completion time for 
smartphone respondents, but that smartphone respondents do not evaluate the new 
questionnaire more positively. Consequently, we find no differences in the panel 
profile rate across conditions.
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The reduction in response times does not appear to have led to lower data 
quality. We believe that this is a promising finding. This contrasts the findings of 
for example de Bruijne (2016) who found that respondents skip questions when 
autoforwarding is used. Perhaps this has to do with the fact that we use a fresh 
cross-sectional sample instead of experienced panel members. The fact that we use 
a cross-sectional survey also leads to a limitation: the response rates in our study 
were very low. Using reminders or incentives could help to increase these and per-
haps alter our findings with regards to the invitation letter. 

We do not believe that a higher response rate would lead to differences in our 
results for the questionnaire design experiments. The panel profile rate conditional 
on response will probably decrease when more difficult to reach respondents par-
ticipate in the recruitment interview, but it is hard to imagine that harder-to-reach 
respondents respond differently to the questionnaire layout designs we tested.

Selkälä & Couper (2017) argue that autoforwarding mainly works for ques-
tions that require little cognitive effort. Our survey consisted of relatively simple 
questions asking about a variety of topics. It thus remains to be seen whether the 
reduction in completion times that we observe also holds in other studies. One way 
to understand the response behavior for different types of questions is by studying 
audit trails, which can be collected with web surveys, and look at response behavior 
in more detail. We did however not observe accidental skipping of questions in the 
autoforward conditions, as was reported by de Bruijne (2016).

Despite the fact that respondents who use a smartphone in our study need 
less time, they do not evaluate the survey to be better. Perhaps our experimental 
manipulation was not strong enough; we still used radio buttons for example in 
all conditions. Making questionnaire more smartphone friendly is still a big chal-
lenge for survey research. Smartphone users are generally younger and live in more 
urban areas; two of the characteristics of respondent groups who are hard-to-recruit 
in many countries. How should we design our surveys so that these people are more 
likely to participate? There are perhaps ways in which we can make the recruitment 
process more attractive to smartphone users. Adding a QR code, NFC-tag or other 
measures to facilitate the transition from a paper invitation letter to a question-
naire in a smartphone browser may help somewhat, but a large challenge remains 
for future survey research. In an era of declining response rates and diversifying 
device use, how can we design surveys so that there are as few barriers to survey 
completion as possible?
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Careless Responding: Adjusting the 
Crosswise Model for Random Answers
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Abstract
The crosswise model is a popular sensitive question technique often considered more ac-
curate than direct questioning. When this technique is used, a sensitive question is paired 
with a nonsensitive question that has a known prevalence and respondents are asked to give 
a joint answer to the pair of questions. Recent research has shown that prevalence estimates 
based on the crosswise model are biased towards 50% when respondents answer randomly, 
and that random answers are frequent. I develop methods to adjust the crosswise model for 
self-reported random answers. Results from an exploratory online survey (n = 103) show 
that (i) fewer respondents report random answers than might be expected given unadjusted 
results, (ii) results differ considerably between questions, and (iii) one of three questions 
yields an estimate that is substantially and significantly above the true value even after 
adjusting for random answers.
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Survey researchers are often interested in answers to sensitive questions, i.e., 
“questions about violations of social norms by the respondent’s behavior” (Näher 
& Krumpal, 2012, p. 1603).1 When answering such questions, some respondents 
exhibit socially desirable responding, “the tendency to give overly positive self-
descriptions” (Paulhus, 2002, p. 50). For example, many respondents who have 
engaged in drunk driving will not admit this in a survey (Locander, Sudman, & 
Bradburn, 1976). This entails two problems. First, researchers who take respon-
dents’ answers at face value will underestimate the prevalence of undesirable char-
acteristics and overestimate the prevalence of desirable characteristics. Second, 
researchers’ ability to estimate associations between the characteristic in question 
and other variables will be impeded, as the respondents’ answers are influenced by 
both their true status on the characteristic and their tendency to engage in socially 
desirable responding (Wolter & Preisendörfer, 2013).

One approach to this problem is the use of sensitive question techniques. 
These allow the respondent to hide his or her answer to the sensitive question, but 
also allow the researcher to estimate the prevalence of the sensitive characteristic 
in the sample as a whole, as well as associations between the sensitive and other 
characteristics.

A technique recently popular is the crosswise model (CM), a variant of the 
randomized response technique (Warner, 1965) introduced by Yu, Tian, and Tang 
(2008). In the CM, respondents are asked to reply to a combination of two yes/no 
questions. One is the sensitive question, the other is nonsensitive. For example, the 
respondent may be asked (i) whether he or she has ever engaged in drunk driving 
and (ii) whether his or her mother was born in January, February or March. The 
respondent is then asked whether (A) the answer to the two questions is the same 
(both “yes” or both “no”) or (B) the answers to the questions are different. The 
prevalence of the sensitive characteristic (drunk driving) can be estimated because 
the prevalence of the nonsensitive item (mother’s month of birth) is known (approx. 
.25). 

Prevalence estimates on the basis of the CM are often significantly higher 
than those derived from direct questions (Enzmann, 2017; Hoffmann et al., 2015; 
Hoffmann & Musch, 2016, 2018; Höglinger & Jann, 2018; Höglinger, Jann, & 

1	 The term “sensitive question” is also used for related but different concepts (for in-
depth discussions, Krumpal, 2013; Tourangeau & Yan, 2007).
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Diekmann, 2016; Hopp & Speil, 2019; Jann, Jerke, & Krumpal, 2012; Korndör-
fer, Krumpal, & Schmukle, 2014; Kundt, 2014; Waubert de Puiseau, Hoffmann, & 
Musch, 2017). Many researchers interpret this as evidence for the superiority of the 
CM (e.g., Hopp & Speil, 2019; Kazemzadeh et al., 2016; Kundt et al., 2017; Wau-
bert de Puiseau et al., 2017). These authors rely on the more-is-better assumption, 
according to which techniques that yield higher prevalence estimates of sensitive 
characteristics are more valid. The assumption is unwarranted in the case of the 
CM. This is because the more respondents choose an answer at random, the more 
the prevalence estimate will be biased towards 50% (Enzmann, 2017). Random 
answers will hence bias estimates downwards when the true prevalence is above 
50% and upwards when the true prevalence is below 50%, as is often the case with 
sensitive characteristics (Höglinger & Diekmann, 2017). While the same is true 
of direct questions (Hemenway, 1997), the fact that CM questions are more com-
plex makes it more likely that respondents will answer randomly because they are 
unwilling or unable to put in the cognitive effort necessary for choosing the correct 
response. Thus, the more-is-better assumption may lead to the conclusion that the 
CM produces more valid results than direct questions, when in fact the higher esti-
mates are a consequence of random responding (Höglinger & Diekmann, 2017).

Three recent studies shine a light on this issue. Höglinger and Diekmann 
(2017) asked respondents whether they had ever received a donated organ and 
whether they had ever suffered from Chagas disease. The prevalence of both char-
acteristics was assumed to be zero. Under the assumption of no other causes for 
bias, the rate of random answers is twice the false positive rate. After removing 
cases based on apparently problematic nonsensitive items, prevalence estimates 
were 6% (organ) and 1% (Chagas), implying random answer rates of 12% and 2%, 
respectively. Höglinger and Jann (2018), studying cheating in games, estimated that 
the CM misclassified 14% of respondents, implying 28% answered randomly under 
the same assumption. Enzmann (2017) reported results from a survey asking stu-
dents to report illegal behavior. In a follow-up to one of the CM questions, respon-
dents were asked how they had answered the question, with 13% stating they had 
answered randomly.

There also are studies showing that standard CM prevalence estimates are 
close to the true values (Hoffmann et al., 2015; Hoffman & Musch, 2016, 2018). It 
is important to appreciate what this does and does not show. These studies are evi-
dence in favor of the accuracy of the CM as a measure of prevalence. It is unknown, 
however, whether individual respondents in these studies answered truthfully or 
not. In aggregate estimates, incorrect answers in both directions may even each 
other out to produce an estimate close to the true value (Höglinger & Diekmann, 
2017). Incorrect answers at the individual level impede researchers’ ability to cor-
rectly estimate the association between the sensitive characteristic and other vari-
ables (Enzmann, 2017), even if aggregate prevalence estimates are correct. The 
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appeal of Höglinger & Diekmann’s (2017) validation strategy of using zero-preva-
lence items is that it allows the researcher to estimate the rate of false positives even 
if the distribution of the sensitive characteristic cannot be measured.

This body of research suggests a potential remedy to the problem of bias due 
to random answers, and a way of testing its validity. In a survey, CM questions 
may be followed by direct questions asking whether the respondent answered the 
CM question randomly. Adjusted prevalence estimates can be calculated. These 
estimates can be compared to the unadjusted estimates and known true values. The 
present paper reports the results of a small, exploratory study to demonstrate the 
application of the technique and present first results.

The remainder of this article is organized as follows. In the theoretical part 
of the paper, I review formulae for the standard crosswise model and variants that 
feature adjustments. In the empirical part, I report results of the exploratory survey, 
showing estimates on the basis of different versions of the CM. Finally, results are 
discussed.

Crosswise Estimation
The Standard Crosswise Model

Suppose we are interested in the prevalence of a sensitive behavior, such as drunk 
driving. We could present respondents with the question about the respondents’ 
drunk driving and couple it with a question about a nonsensitive matter, such as 
whether the respondent’s mother’s birthday is between January and March. We then 
ask whether (A) the answer to the two questions is the same (both “yes” or both 
“no”) or (B) the answers to the two questions is different. When the standard CM is 
applied, the estimator of the prevalence of the sensitive characteristic is (Yu et al., 
2008, notation altered)

5
ˆ

ˆ 1 ; 0.
2 1

λπ + −= ≠
−SCM
p p

p
	 (1)

where ˆ SCMπ  is the estimate of the proportion of respondents carrying the sensitive 
characteristic estimated by the standard CM, λ̂  is the estimate of the proportion 
of respondents whose true answer is “A” (“the same”), and p is the proportion of 
respondents for whom the true answer to the nonsensitive question is “yes”. The 
proportion of respondents for whom the true answer is “A” is estimated as (Yu et 
al., 2008, notation altered)

 λ̂ ̂ë An
n

= 	 (2)
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where nA is the sum of “A” answers and n is the sample size.
An unbiased estimator of the variance of ˆ SCMπ is (Yu et al., 2008) 
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 ; p ≠ 0.5	 (3)

The right-hand side of the equation shows the decomposition of the variance into 
the sampling part and an additional term due to the uncertainty introduced by the 
use of the nonsensitive item (Kundt, 2014).

Adjusting the Crosswise Model for Random Answers

Some respondents may answer CM questions randomly (choosing either answer 
with equal probability). As can be seen from formulae (2) and (1), this biases λ̂ .  
and hence ˆ SCMπ  toward 0.5. However, we may be able to estimate the proportion 
of CM questions that were answered randomly (e.g., on the basis of follow-up ques-
tions). Then estimates adjusted for random answers may be derived by (Enzmann, 
2017, notation altered)

ˆ 0.5
 

1
ˆ SCM

CMR S
r

r
ππ −

−
=

−
; r ≠ 1	 (4)

where CMR-S stands for “crosswise model adjusted for random answers at the level 
of the sample” and r is the proportion of random answers. When r = 1, the result is 
undefined. This is as it should be; if all respondents answer randomly, ˆ SCMπ carries 
no information about the true value of π. 

Equation (4) implies at the variance may be calculated as
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This variance is hence larger than the variance of the standard crosswise model if  
r > 0, reflecting the added uncertainty introduced by random answers.

However, if information about random answering can be linked to individ-
ual respondents’ answers to individual items, this can be taken into account more 
directly in what I call the CMR-I (crosswise model adjusted for random answers at 
the individual level). If the respondent stated that he answered randomly, then the 
value for A should be set to 0.5; if he did not, the value should remain unchanged 
(i.e., 1 for an “A” answer and 0 for a “B” answer). Formally,

Aadj = 0.5R + (Y = A)(1 – R)	 (6)
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where Aadj is the adjusted value for the A variable at the individual level, R is an 
indicator variable taking the value 1 if the respondent answered the question ran-
domly and Y = A is the unadjusted value for the answer to the CM question, taking 
the value 1 for an “A” answer and 0 for a “B” answer. As can be seen from the for-
mula, both “A” answers (A = 1) and “B” answers (A = 0) are converted to 0.5 if the 
respondent answered the question randomly (R = 1); otherwise (R = 0), they remain 
unchanged. 

adjAn  (the sum of the Aadj variable) can then be used instead of An  (the 
sum of the unadjusted variable) in (2). In the crosswise model adjusted for random 
answers at the individual level, the estimate is hence given by (1), (6) and

λ̂̂ë adjAn

n
= 	  (7)

The variance is given by (3) rather than (5) under the assumption that information 
on random answering is correct.

Data and Methods
An online survey was conducted. The German-language questionnaire was 
designed to produce a sufficient number of random answers to test whether adjust-
ing for them leads to improvements in the estimate, but no attempt was made to 
actively confuse participants. After an introductory page, participants received 
instructions on how to answer CM questions (but no practice examples). This was 
followed by the main part of the questionnaire. Following Höglinger and Diek-
mann (2017), lifetime prevalences of three rare diseases were chosen as zero-
prevalence items (Castleman disease, Chagas disease, Barth syndrome). Similar to 
Diekmann (2012) and Kundt (2014), one nonsensitive item asked about the respon-
dent’s house number; the other two are standard nonsensitive questions in the CM 
literature (concerning mother’s and father’s month of birth being January or Febru-
ary). Each crosswise question was followed by a companion question on the next 
page. Respondents were informed that many participants find these types of ques-
tions hard to answer and asked whether they had “just chosen an answer at ran-
dom” (answers: yes/no). English translations of all CM and companion questions 
are displayed in the appendix. Sociodemographic information was also collected. 
The last question asked whether respondents had answered this survey before; this 
was accompanied by the information that their answer would have no influence on 
their obtaining the code they needed to gain points (see below). CM and companion 
questions were obligatory, other questions were optional. Respondents had to click 
through to the last page of the questionnaire to obtain the code.
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The survey was programmed in maQ (Ullmann, 2004) and posted on two 
sites, Survey Circle and Poll Pool. On both, members can fill in surveys to gain 
points. The more points a member has, the more points other members can gain 
when filling in his or her survey. The questionnaire’s last page contained codes 
necessary to obtain points. The questionnaire was advertised as a “Short profile on 
health”, open to all participants who were at least 18 years old and had passed their 
last school exam in Germany. Answers were collected in October and November 
2018.

Data on months of birth in Germany were obtained directly from the Federal 
Statistical Office and date back to 1948. The distribution of first digits of house 
numbers was taken from Kundt (2014). Age was approximated by subtracting the 
year of birth from 2018. Answers to CM questions were set to missing if their com-
panion questions had not been answered.

Results
One hundred and nine respondents answered at least one combination of CM and 
companion question. Six respondents were excluded because they stated they had 
answered the survey before or were not sure. The sample size is hence 103, but 
there is some missing data. Descriptive statistics are shown in Table 1. The young-
est respondents were born in 1998. Under the assumption that parents would have 
been at least 20 years old when the respondents were born, the proportion of par-
ents born in January or February was calculated for the years 1948 to 1978; the 
result is approx. 16.7 percent. The proportion of German house numbers starting 
with the digit 8 or 9 is approx. 8.8% (Kundt, 2014).

Table 1	 Descriptive statistics.

 
Mean / 

Proportion SD Minimum Maximum n

Gender (1=male) 0.34 0.05 0 1 98
Passed “Abitur” exam 0.91 0.03 0 1 100
Year of Birth 1991.64 5.79 1962 1998 99
Age 26.36 5.79 18 54 99

Answered randomly
Q1 0.07 0.02 0 1 103
Q2 0.02 0.01 0 1 101
Q3 0.02 0.01 0 1 100

Abbreviations. SD: standard deviation; Q: question
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The proportions of self-reported random answers are low and differ consider-
ably between questions. They are 6.8% for Q3 (question 3), 2.0% for Q2, and 2.0% 
for Q3.

Figure 1 presents point estimates and 95% confidence intervals for all com-
binations of questions and types of CM. In all cases, an unbiased point estimate 
would be zero. All point estimates are above zero, but the size of the bias dif-
fers considerably between questions. Most strikingly, answers to Q3 depart sub-

Figure 1	 Estimates of the percentages of respondents carrying the sensitive 
characteristic

Figure 1: Estimates of the percentages of respondents carrying the sensitive characteristic 
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swers at the individual level.
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stantially and significantly from the true value. Under the assumption of no other 
causes for bias, this implies that 42 percent of respondents answered Q3 randomly.

These question effects are larger overall than the effects of the estimation 
method. The CMR-I improves on the standard estimates in no case and does worse 
in two. In contrast, the CMR-S fares a little better than both the standard method 
and the CMR-I in all cases. These differences are far from significant, however.

Discussion
Results from this small study show that point estimates based on the standard CM 
are higher than the true value; in one case, the difference is very large and statisti-
cally significant. This result adds to validation studies showing that the more-is-
better assumption is invalid in the case of the CM. It also casts doubt on results 
from the literature in which the CM was applied. If readers consult such studies, 
they could apply a mental correction for random responding using the formulae 
given above and reasonable assumptions about the proportion of responses that are 
random. In this context, note that the present results were obtained from respon-
dents who were extrinsically motivated to participate. A substantial proportion of 
respondents probably participated despite low intrinsic interest, and Brower (2018) 
reports negative associations between respondent interest and measures of careless 
responding. It hence seems likely that the bias observed in this study, as well as 
other CM studies using incentives for participation, is higher than it would have 
been if respondents had been intrinsically motivated to participate.

One may wonder why the results are so different for Q3. Possible reasons 
include (i) the position of the question, (ii) the content of the sensitive item (perhaps 
respondents mistook Barth syndrome for something else), (iii) the prevalence of the 
nonsensitive item; (iv) the person the nonsensitive question referred to (self), and (v) 
the topic of the nonsensitive question (house number). 

The position of the sensitive question may seem unlikely to have played a large 
role given that Höglinger and Diekmann (2017) found no substantial or significant 
positional effects. However, it is possible that by the time they reached Q3, some 
respondents were sufficiently disappointed by the contents of the survey to start 
giving random answers. Respondents who start a survey advertised as a “Short 
profile on health” may expect questions concerning their exercise and eating habits 
rather that questions about rare diseases in an unusual question format. Such an 
effect could be particularly strong if respondents who live a healthy lifestyle self-
selected into the survey because they were looking forward to presenting them-
selves in a favorable light, an opportunity not given by the questionnaire. Some of 
these respondents might have combined random answers to Q3 with an untruthful 
answer to the companion question.
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Concerning the content of the sensitive item, it is unclear how the respondents 
might have misunderstood what “Barth syndrome” refers to.

While the prevalence of the nonsensitive item in Q3 is low and hence accords 
the respondent little protection of his privacy, Diekmann (2012) showed that the 
students in his sample overestimated the proportion of house numbers starting in 
high digits. However, it is conceivable that respondents were unwilling to answer 
truthfully to a question involving their own house number in a time in which data 
security had been a prominent topic in the German media due to the introduction of 
the new General Data Protection Regulation. 

There is no definitive answer to the question why Q3 performed so much 
worse than the other two. To avoid such uncertainty, future researchers wishing to 
test the CMR-I may prefer to vary features of sensitive and nonsensitive questions 
randomly. 

The main result is that adjusting for random answering, as implemented 
in this study, does little to remove bias from CM results. A number of potential 
explanations present themselves. First, the companion question did not ask about 
deliberately false answers. Hence, the study was not designed to remove bias from 
this source, if any. Second, the companion questions themselves were sensitive, 
as answering randomly in a survey violates the norm of honesty. This may lead to 
socially desirable responding to these questions, impeding sufficient adjustments. 
Third, a yes/no question is too crude to measure random answering. A scale with 
more than two points may be preferable, as such scales generally exhibit better 
psychometric properties than binary scales (Krosnick & Presser, 2010; Markon, 
Chmielewski, & Miller, 2011) and can measure degrees of certainty that the cor-
rect answer was given. Ideally, such a question would also capture the fact that 
some respondents intentionally try to give the wrong answer, but may not be sure 
whether they succeeded in doing so. Authors who would like to pursue this avenue 
of research may also want to test whether it is really helpful to ask a compan-
ion question after every CM question – a design feature that seems impractical for 
applied surveys. Results may be equally good or better if the questionnaire pres-
ents a battery of CM questions followed by a summary companion question asking 
respondents what proportion of CM questions they answered randomly.

These may be fruitful avenues for future research. While the results of this 
and other studies suggest that the crosswise model has shortcomings, the problem 
of socially desirable responding is too serious to give up on techniques that may 
lead to viable solutions after all.
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Appendix A
Question wordings and answer options for the crosswise model

Page 3
Here are two questions:
A: Was your mother born in January or February?
B: Have you ever been diagnosed with Castleman disease?

Page 5
Here are two questions:
A: Was your father born in January or February?
B: Have you ever been diagnosed with Chagas disease (a.k.a. American trypano-
somiasis)?

Page 7
Here are two questions:
A: Please think of your main residence. Is the first digit of your house number 8 
or 9?
B: Have you ever been diagnosed with Barth syndrome?

Item on pages 3, 5, 7
Which of the following statements is true?
(Answers: The answer to both questions is the same (twice yes or twice no) / The 
answers to the two questions are different (once yes and once no, irrespective of the 
order))

Pages 4. 6, 8 (companion question)
Many respondents find he type of question you have just answered hard.
Is the following statement correct?
Answering the question on the previous page, I just chose an answer at ran-
dom. (Answers: yes / no)
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Abstract
This field report presents and discusses methodological issues and challenges encountered 
in a mixed-methods research project on asylum seekers in Bavaria, Germany. It documents 
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the following aspects: the use of gatekeepers to facilitate participant recruitment; sampling 
procedures; the involvement of interpreters in the data collection process; response bias 
and response behaviors among asylum seekers; and the experiences gained from data col-
lection in collective accommodation for asylum seekers. 

Keywords:	 asylum seekers in Germany, mixed methods, surveys, biographical research, 
gatekeeper approach; methodological issues; use of interpreters
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In 2015 and 2016, about 1.16 million asylum seekers were registered in Germany 
(BAMF, 2018, p. 3). During this period − and due to the distribution of asylum 
seekers among the German federal states according to a quota system known as 
the “Königstein key” (Königsteiner Schlüssel) − Bavaria was allocated 15.33% of 
persons seeking asylum in Germany. In absolute figures, this meant that 67,639 
first-time asylum applications were registered in Bavaria in 2015 (BAMF, 2016b, p. 
16) and 82,003 in 2016 (BAMF, 2017a, p. 16), resulting in a total of almost 150,000 
registrations. The increased number of asylum seekers in Germany, and the soci-
etal and political implications thereof, heightened the need for empirical data on 
these new arrivals. In 2016, the Ostbayerische Technische Hochschule Regensburg 
(OTH Regensburg) initiated a mixed-methods pilot study entitled “Asylsuchende in 
Bayern” (Asylum Seekers in Bavaria; see Haug, Currle, Lochner, Huber, & Alten-
buchner, 2017) on behalf of the Hanns Seidel Foundation in order to gain a better 
understanding of the asylum seekers who arrived in that federal state in 2015 and 
2016. The objective of this study was to enhance understanding of the motivations, 
sociodemographic characteristics, and attitudes of asylum seekers. 

Prior to the qualitative and quantitative surveys carried out within the frame-
work of the study, expert interviews were conducted with persons entrusted with 
the accommodation, distribution, and integration of asylum seekers. The findings 
of these interviews facilitated the design of a standardized quantitative question-
naire, which included questions on sociodemographic characteristics, value ori-
entations, religiosity, and intentions to remain in Germany. Data collection was 
supported by interpreters, who delivered the questionnaires to asylum seekers in 
collective accommodation centers and were available to clarify in the respondents’ 
mother tongue any issues regarding the survey questions. In total, 779 asylum seek-
ers participated in the quantitative survey. 

In addition, 12 qualitative, face-to-face interviews were conducted with asy-
lum seekers in order to collect exemplary biographies with the aim of gaining an 
in-depth understanding of their reasons for flight, value orientations, attitudes, and 
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future aspirations. Time-line analysis and mapping was used to visualize the asy-
lum seekers’ biographies and the routes they took when they fled.

This article discusses methodological issues and challenges of collecting 
and analyzing quantitative and qualitative data from a vulnerable group, in this 
case asylum seekers. The following sections describe the procedures and research 
instruments used and discuss issues and challenges such as sampling, response 
bias, the use of interpreters and gatekeepers, data visualization, and research ethics. 

Quantitative Methods
Sampling strategies for surveying asylum seekers in Germany: 
Issues and challenges 

Standard methods for surveying persons with a migration background in Germany 
based on address and telephone registers were not applicable in this study. These 
methods include, first, the drawing of representative samples from addresses listed 
in municipal population registers. Register sampling requires cooperation with 
municipal statistics offices, which have access to the population registers. These 
registers contain addresses that could be used for postal or face-to-face surveys. 

As in the case of migration background, the existence of a refugee background 
can be determined only in screening procedures after the survey. In the case of 
asylum seekers, the problem of collecting data on rare populations within the 
framework of a general population survey is particularly pronounced (Schnell et al., 
2013a, pp. 285–288): An immensely large sample size would be needed in order to 
ensure a sufficient number of asylum seekers in the sample. Hence, this method was 
not a viable option in the present study.

A second method of surveying persons with a migration background in Ger-
many entails drawing a disproportionate stratified municipal population register 
sample with prior classification of the population according to migration back-
ground using MigraPro (VDSt, 2013, p. 18; Haug et al., 2014, pp. 308–309). Migra-
Pro is a German software tool that enables the classification of the population of 
persons with a migration background – especially first-generation migrants – in the 
municipal population registers based on citizenship and place of birth. However, 
as asylum status is not recorded in the municipal population registers, drawing a 
sample of asylum seekers using MigraPro would require an additional screening 
procedure within the random sample of persons with a migration background in 
order to identify asylum seekers. Hence, this method, too, was not feasible in the 
present study.

A third approach to surveying persons with a migration background in Ger-
many is to use onomastic (i.e., name-based) methods to draw stratified samples. 
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The challenge here is to filter out on the basis of names as many persons as possible 
from certain countries of origin (Humpert & Schneiderheinze, 2002). As the ono-
mastic method has the advantage of reduced screening effort, it is primarily used 
in Germany to pre-select migrants from certain countries of origin, for example 
Turkey or Poland, or from groups of countries, such as the former Soviet Union or 
former Yugoslavia, that have a shared history and a set of common typical names. 
The onomastic approach was used, for example, in Haug, Müssig, and Stichs’ 
(2009) study on Muslims with a migration background in Germany, which consid-
ered almost 50 countries of origin with a predominantly Muslim population. The 
onomastic approach is more accurate for some countries of origin, such as Turkey, 
than for others, for example Russia (Schnell et al., 2013b). A test of the onomastic 
method using data from the German Socio-Economic Panel (SOEP) revealed that it 
could assign almost all available full names to a country-of-origin-of-the-language 
group (Liebau, Humpert, & Schneiderheinze, 2018).

The advantage of the onomastic method is that the language likely spoken 
by the respondents can be predicted on the basis of their names, so that interview-
ers with a knowledge of these heritage languages can be deployed for the process 
of data collection (Haug & Vernim, 2015). However, in the case of this method, 
too, prior screening would be necessary to determine the actual country of origin 
and the asylum status. Because we did not have access to any registers containing 
recent asylum seekers, it was not possible to employ the onomastic method in the 
present study. 

The fourth method of surveying persons with a migration background in Ger-
many is to draw samples of asylum seekers from the Central Register of Foreigners 
(Ausländerzentralregister, AZR), which is centrally managed by the Federal Office 
for Migration and Refugees (BAMF) in Nuremberg, Bavaria. The advantage of 
AZR-based sampling is that asylum status is available as a sampling characteristic 
– in addition to citizenship, sex, date of birth, year of entry, federal state (but not 
place) of residence, and the competent foreigners authority. However, as the AZR 
does not contain addresses, the competent foreigners authorities must be contacted 
individually in a further step in order to obtain the addresses of the persons in the 
sample (see Worbs, Bund, & Böhm, 2016 for a first application of this method). The 
IAB-BAMF-SOEP Survey of Refugees (Brücker, Rother, & Schupp, 2016c) and 
the qualitative preliminary study (Brücker et al., 2016a), which was conducted by 
a team including the BAMF research group, used the AZR pursuant to a statutory 
provision that came into effect on February 2, 2016 (§ 24a (5) of the Act on the 
Central Register of Foreigners, AZR).1 Access to the AZR for university research 
purposes is subject to strict statutory restrictions and requires the permission of 

1	 The transfer of data on foreigners from BAMF to research institutes is permitted if the 
data are needed to conduct collaborative scientific research pursuant to §75 (4) of the 
German Residence Act (Aufenthaltsgesetz, AufenthG). 
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and cooperation with BAMF. At the time of design of the present study in October 
2015, permission was denied. 

Although the AZR is the best sampling frame for a nationwide, multi-stage 
stratified random sample of asylum seekers (Schnell et al., 2013a, p. 260), it was 
only partially valid in 2015 and 2016 due to the rapid increase in the number of 
persons seeking asylum in Germany. Inaccuracies in the AZR resulted from the 
delayed registration of asylum seekers and from the use of two separate registra-
tion systems: (a) the AZR and (b) EASY, the then newly established system for the 
initial registration and distribution of asylum seekers among the German federal 
states on the basis of the above-mentioned quota system, the Königstein key. The 
use of two registration systems can give rise to duplicate records and to the under-
estimation of the number of cases (BAMF, 2015). Furthermore, it can be expected 
that a certain percentage of refugees will have left Germany without applying for 
asylum. The use of EASY data for research purposes is problematic because sex 
and age are not recorded. Asylum seekers nationwide are registered in the AZR 
when they file a formal application for asylum. The number of asylum seekers reg-
istered in the EASY system in 2015 (1,091,894) was more than twice as high as the 
number of first-time asylum applications filed in that year (441,899; BAMF, 2016b, 
p. 10). Whereas BAMF (2016b, p. 10) attributed this discrepancy to registration 
errors and double registrations in the EASY system, Kroh et al. (2017, p. 7) also 
drew attention to the so-called “EASY gap,” that is, the time lag between initial 
registration in the EASY system and the filing of a formal application for asylum, 
which was particularly pronounced in 2015. The introduction of a “proof of arrival” 
(Ankunftsnachweis, AKN) card for asylum seekers, as well as the integration of 
the registration systems of the individual authorities at federal, regional, and local 
level into a so-called “core data system,” enabled the number of asylum seekers 
who arrived in Germany in 2015 to be determined more precisely. As a result, the 
revised figure (890,000) was considerably lower than the previously assumed 1.1 
million persons (BMI, 2016). By refreshing the sample several times, the IAB-
BAMF-SOEP Survey of Refugees was able to overcome the discrepancies in the 
AZR (Kroh et al., 2017, p. 7).

For the reasons mentioned above, the AZR was not considered a suitable data-
base for sampling. Hence, even if we had been given access to the AZR for this pur-
pose, a representative sample could not have been drawn for Bavaria. However, the 
AZR was used in the present study as a data basis for quota sampling, as it enables 
the drawing of statistics on the number, nationality, and age and sex structure of 
asylum seekers aggregated at the level of foreigners authorities in cities and rural 
districts.

To sum up: As other methods of random sampling for rare populations were 
not applicable, a quota sampling design (Schnell et al., 2013a, p. 294) was used for 
the survey conducted within the framework of the present study.
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Target Population and Sampling 

The target population of the sample consisted of asylum seekers who arrived in 
Germany between January 2015 and February 2016 and who, in the light of high 
protection rates, had prospects of remaining in the country. At the end of 2015, 
when the pilot study was designed, this applied to asylum seekers from Syria (pro-
tection rate: 97.9%), Eritrea (92.2%), Iraq (70.2%), and Afghanistan (55.8%) (BAMF, 
2017a, p. 50). In order to represent the differing circumstances among asylum seek-
ers in Bavaria, legal asylum status was not a criterion for selection into the sample. 
Therefore, the target population comprised persons who had already applied for 
asylum and persons who had not yet had the chance to apply for asylum due to 
administrative delays. 

According to AZR data, more than half of the asylum seekers who arrived in 
Bavaria between January 1 and September 30, 2015 were from Syria; 23% were 
from Afghanistan, 14% from Iraq, and 11% from Eritrea (see Table 1). These four 
countries were therefore the target countries of origin in the present study. At the 
time, the sex ratio among all asylum seekers in Bavaria irrespective of country of 
origin was 20 females to 80 males, yet the percentage of females among the asylum 
seekers from the aforementioned four target countries of origin was 25.6%. 

While awaiting a decision on their asylum application, asylum seekers live in 
collective accommodation located in urban districts and rural communities. The 
research sites for the present study were selected with the aim of including hetero-
geneously structured areas and surveying a sufficient number of asylum seekers 
from the four target countries of origin, Syria, Iraq, Afghanistan, and Eritrea. The 
city of Nuremberg was chosen to represent urban areas and the district of Ebers-
berg, situated on the outskirts of Munich, to represent rural areas.

The target population included all residents aged 18 years or over living in 
collective accommodation for asylum seekers at the selected locations. The quota 
sample controlled for country of origin and sex (see Table 3). Although unit non-
response was not reported systematically, the interpreters who delivered the ques-
tionnaires reported that almost all the target residents participated in the survey. 
However, in future studies, more exact measurement of nonresponse rates would be 
useful for further analysis.

Due to the quota sampling frame employed, the present study does not claim 
to be representative. However, as a pilot study, it provides an initial insight into the 
motives, attitudes, and intentions of asylum seekers. Due to controlled residence 
allocation – asylum seekers are supposed to be distributed among German federal 
states according to the Königstein key and irrespective of personal attributes – little 
selection bias was expected. It is therefore assumed that the motives and attitudes 
of newly arrived asylum seekers are not related to their current place of residence. 
Nevertheless, there may be bias: Some asylum seekers may have left the place of 
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residence allocated to them after their arrival and moved elsewhere (within Ger-
many or abroad). As a consequence, asylum seekers in Bavaria might be different 
from those living in other federal states, for example Berlin or North Rhine-West-
phalia. It has also been reported that asylum seekers sent to other federal states 
have sometimes returned to Bavaria. Moreover, it is possible that asylum seekers 
are allocated to collective accommodation based on their nationality. One indicator 
for this assumption is that there are only small numbers of asylum seekers from 
Afghanistan and Eritrea in Nuremberg (see Table 2). 

Table 1	 Sex ratio of asylum seekers from selected countries of origin in 
Bavaria (January–September 2015)

Country of Origin

Male Female Total

No. % No. % No. %

Syria 6,041 82.4 1,290 17.6 7,341 51.8

Iraq 1,385 67.9 655 32.1 2,044 14.4

Afghanistan 2,687 81.5 609 18.5 3,306 23.3

Eritrea 1,150 77.7 331 22.3 1,487 10.5

Total 11,263 74.4 2,885 25.6 14,178 100

Source: AZR/BAMF, as of December 10, 2015; aggregate data on asylum seekers in Ba-
varia, January 1–September 30, 2015; own analysis of special analyses made available to 
the authors by BAMF. 

Table 2	 Population of asylum seekers at the research sites (as of April/May 
2016)

Country of Origin

Nuremberg Ebersberg Total

No. % No. % No. %

Syria 1,488 34.5 220 14.3 1,708 29.2

Iraq 1,162 27.0 61 4.0 1,223 20.9

Afghanistan 68 1.6 220 14.3 288 4.9

Eritrea 0 0.0 255 16.6 255 4.4

Other countries 1,591 36.9 784 50.9 2,375 40.6

Total 4,309 100 1,540 100 5,849 100

Source: (a) Fachstelle für Flüchtlinge (Specialist Unit for Refugees) at the Social Welfare 
Office of the City of Nuremberg (as of April 30, 2016). (b) Landratsamt Ebersberg 
(Ebersberg Administration Office; as of May 10, 2016). 
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The survey design implemented was aimed at interviewing all asylum seek-
ers from the target group allocated to the collective accommodation centers that 
were selected as research sites. As legal asylum status was not a selection criterion, 
persons who had already applied for asylum and persons who had not yet had the 
chance to apply for asylum due to administrative delays were eligible to participate 
in the survey. 

As mentioned above, an analysis of the locally registered asylum seekers 
revealed that there was a relatively small number of persons from Afghanistan 
and Eritrea residing in Nuremberg (see Table 2). Moreover, in the rural district of 
Ebersberg near Munich, there were hardly any women among the asylum seekers 
from the target countries. 

A separate evaluation of subpopulations, such as Eritrean or Afghan women, 
was not possible due to the small number of cases. It was therefore decided to limit 
the target female population to women from Syria and Iraq. A quota scheme based 
on country of origin and sex was designed for the sampling procedure (see Table 
3). The study was scaled for at least 750 interviews, 20% of which were to be con-
ducted with female respondents. 

Standardized Survey Design and Data Collection 

After conducting expert interviews with persons entrusted with the accommoda-
tion, distribution, and integration of asylum seekers, a standardized questionnaire 
was designed and translated into the most frequently used languages in the target 
population: English, Arabic, Farsi, and Tigrinya. When necessary, the interpreters 
translated the Arabic-language questionnaire into Kurdish (especially Kurmanji-
Kurdish, the dialect spoken in Syria and northern Iraq), as Kurdish is rarely used as 
a written language. Based on existing literature (see Becher & El-Menouar, 2013; 

Table 3	  Quota plan by country of origin and sex

Country of Origin Male Female Total

Syria 300 100 400

Iraq 190 60 250

Afghanistan 50 – 50

Eritrea 50 – 50

Total 590 160 750

Percent 78.7% 21.3% 100%
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Halm & Sauer, 2015; Pollack & Müller, 2013; Haug et al., 2009; Wetzels & Brett-
feld, 2007) and the findings of the expert interviews, the following topics were 
included in the survey: place of origin and family structures; reasons for flight; 
intentions to remain in Germany; resources for structural integration (language 
skills, level of education, work experience); and perceptions and attitudes (toward 
gender roles, religiosity, tolerance, antisemitism, terrorism, democracy).

A self-administered paper-and-pencil (PAPI) mode was used to interview 
respondents. The advantage of a self-administered survey is that it reduces inter-
viewer effects, such as response bias based on social desirability (Schnell et al., 
2013a, p. 359). However, in an exclusively self-administered survey, the high rate 
of non-formal education among asylum seekers (Rich, 2016, p. 5), especially those 
from Afghanistan and Eritrea, would have led to bias due to educational back-
ground. Therefore, respondents with no literacy skills were able to complete the 
questionnaire with the help of native-speaker interpreters in a face-to-face inter-
view setting.

A pretest with 10 respondents was conducted in a collective accommodation 
center for asylum seekers in Nuremberg in April 2016. After an initial evalua-
tion of the results of the pretest, questions and items were modified. The pretest 
highlighted challenges relating to the organization of the field phase in collective 
accommodation for asylum seekers: The inclusion of “gatekeepers” was essential in 
order to gain access. Gatekeepers in relevant key positions were local government 
employees and employees of welfare organizations, as well as accommodation cen-
ter managers and volunteers. Permission to access the collective accommodation 
had to be obtained from the agency responsible. The management of each accom-
modation was contacted and given information about the project and a description 
of the research design. Prior to the field work, information sheets in the relevant 
languages were posted in the collective accommodation in order to inform residents 
about the purpose and content of the study, as well as the survey period. 

Eight native-speaker interpreters for Arabic/Kurdish, Farsi, and Tigrinya, who 
were also fluent in German, were hired to approach potential respondents. They 
informed them about the content of the study and data protection and anonymity 
issues, and they handed out the questionnaires in the relevant language. To prevent 
response bias, interpreters were specifically instructed to emphasize that participa-
tion was voluntary and independent of the legal asylum process. Addressing asylum 
seekers in their mother tongue proved to be a crucial element in establishing trust 
and ensuring participation in the survey. Interpreters were instructed to remain 
nearby while respondents completed the questionnaire, so that they could clarify 
any issues regarding the questions. All interpreters had an academic background; 
they had either completed a university degree in their home country or were cur-
rently studying at a university in Germany. In training sessions prior to the data 
collection process, interpreters were informed about the study and trained in the 
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use of the research instruments and in appropriate behavior in collective accom-
modation centers for asylum seekers. Most interpreters had already been involved 
in the process of translating the questionnaires and were familiar with the content. 

Fieldwork and Challenges

The fieldwork for the study was conducted in June and July 2016. Asylum seek-
ers showed strong interest in participating in the study; this has also been the case 
in other surveys on asylum seekers (see, e.g., Brücker, Rother, & Schupp, 2016c). 
Participation incentives, such as pens, writing pads, and cloth bags, were offered to 
the respondents. 

The illiteracy rate turned out to be only 5% of the entire sample, which meant 
that 95% of the respondents were able to self-administer the questionnaire. The 
interview duration ranged between 10 and 20 minutes. A total of 779 interviews 
were conducted with asylum seekers from Syria, Eritrea, Iraq, and Afghanistan at 
the two research locations, Nuremberg and Ebersberg (see Table 4). 

As the quantitative study was designed as a self-administered survey, the 
influence of the interpreters, and therefore interviewer effects, were assumed to be 
marginal. This assumption was tested and proven.2 

The analysis of the interpreters’ field reports revealed that the respondents ini-
tially displayed a tendency to respond to questions about attitudes and values (e.g., 
concerning gender roles) in a socially desirable way (Paulhus, 2002, p. 50): During 
the interviews, they asked the interpreters for their opinions on appropriate answer 
patterns. The presence of the interpreters was important to explain to the respon-
dents that their personal opinions were relevant and perfectly acceptable responses.

Some respondents tended to rely on country-specific response patterns instead 
of on their own opinions. Therefore, the cultural context must be taken into account 
when adapting survey instruments. Another option could be to give recently arrived 
respondents separate answer options regarding Germany and the country of origin 
in order to enable the expression of ambivalent attitudes in relation to the country of 
origin and the host country. For example, some respondents did not support the idea 
of women going out on their own at night. A deeper examination of this attitude 
item in the qualitative interviews revealed that this answer has to be interpreted 
in a political/cultural context: The security situation in countries of origin such as 
Iraq or Syria would not allow such behavior for safety reasons. Other respondents 

2	 In the case of most of the attitudinal items, intraclass correlation (ICC) showed unre-
markable values ranging from 2.6% to 6.3%. Some items showed higher ICCs; however, 
this was due to value discrepancies related to the country of origin: When controlled 
for country of origin, the interviewer effects proved to be marginal. Item nonresponse 
bias was a problem in the case of the item on antisemitism, as respondents from Eritrea 
had no concept of Jewish people (see Haug et al., 2017, p. 69). 
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accepted this behavior on the part of women, but qualified their acceptance with 
reference to Germany; they argued that in their home countries this behavior would 
not be compatible with social norms and values.

Interpreters’ reflections on the data collection process also indicated that reli-
gious and ethnic conflicts in the country of origin affected response behavior in the 
survey. For example, two respondents who self-identified as Sunni Muslims were 
clearly identified by the interpreters − on the basis of their hometown in Syria − as 
Alawis. 

A further challenge arose from the interview setting in large collective accom-
modation centers for asylum seekers and, in particular, in emergency accom-
modation. Recruitment gained momentum when the presence of the interpreters 
attracted the interest of a number of residents: A whole group of asylum seekers 
could be informed about the survey at the same time, which significantly facilitated 
the recruitment and information process. On the other hand, conducting interviews 
in a collective residential setting can lead to socially desirable responses influenced 
by the proximity of other residents. The intervention of the interpreters was some-
times necessary to control these influencing tendencies by pointing out that the 
questionnaire was to be completed individually. Therefore, interpreters played an 
important role in avoiding bias due to socially desirable responding related to value 
concepts specific to the home country. The interpreters’ explanations about how to 
complete a questionnaire were highly relevant because, for many respondents, it 
was the first survey of their lives. 

Table 4	 Sample by sex and country of origin 

Country of Origin Male Female Total 

Syria 306 107 413

Iraq 190 62 252

Afghanistan 52 - 52

Eritrea 62 - 62

Total 610 169 779

Sex ratio 78.3% 21.7% 
Source: Dataset collected within the framework of the quantitative survey for the present 

study, Asylsuchende in Bayern (Asylum Seekers in Bavaria; Haug et al., 2017).
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Qualitative Methods 
The qualitative study employed semi-structured face-to-face interviews with bio-
graphical elements. The interviews were conducted between June and October 2016 
with the support of consecutive interpreters.

Qualitative research methods are used in cases where research topics cannot 
be investigated well using standardized methodological procedures and where an 
in-depth understanding of phenomena and their interpretation is required (Helffe-
rich, 2011). The present study employed qualitative methods to explore attitudes 
and value orientations of asylum seekers, their reasons for flight, and their aspira-
tions for the future. The study included (retrospective) biographical research tech-
niques, which can be used to describe and analyze changes in (behavioral) patterns 
over time and cause–effect relationships (Fuchs-Heinritz, 2009; Rosenthal, 2004). 
The biographical approach allowed a contextual understanding of reasons for flight 
and other relevant dimensions in the genesis of biographical experiences. It was 
used to explain and interpret current phenomena, for example employment or train-
ing opportunities, and intentions to remain in Germany.

Participant Selection and the Use of Gatekeepers

The selection of 12 participants for the qualitative study was based on a theoretical 
sampling strategy (Marshall, 1996) that aimed to ensure diversity in the sociode-
mographic profiles of the interviewees with regard to country of origin, sex, age, 
and research location (see Table 5). 

The use of gatekeepers (Creswell, 2003; Helfferich, 2011) in this study had a 
positive effect on obtaining access to asylum seekers in collective accommodation. 
The recruitment of research participants required official approval at the political 
and administrative levels, as well as the support of the accommodation providers, 
accommodation management, and security services on the ground. Gatekeepers, 
for example integration commissioners, were also helpful in finding potential inter-
view candidates, coordinating and organizing the interviews, and recruiting asylum 
seekers according to the specific criteria of the sampling frame. In order to control 
for possible bias due to selection effects (e.g., high motivation to participate), an 
additional three participants were approached and recruited in situ at collective 
accommodation centers. As in other qualitative studies on asylum seekers (e.g., 
Brücker et al., 2016b), high motivation to participate in the qualitative interviews 
was observed.
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Qualitative Data Collection 

All interviews were conducted with the support of consecutive interpreters by a 
38-year-old male German researcher experienced in the field of qualitative bio-
graphical data collection. The interviews took place in collective accommodation 
for asylum seekers or at facilities of supporting local councils; interviews were 
audio-recorded.

At the beginning of each interview, the researcher informed the interviewee 
about the study and stressed that his or her personal data would be anonymized. 
The respondent was asked to sign a consent form, which had been drafted in his 
or her mother tongue. It was also emphasized that the study was not related to the 
interviewee’s personal asylum procedure. The interviews lasted up to three and 
three quarter hours; a semi-structured interview guide was used, which focused on 
themes such as personal biography, experiences during flight, experiences in Ger-
many, attitudes and value orientations, and future aspirations. 

Table 5	 Cases in the qualitative survey

Country of Birth Sex Age Arrival in  
Bavaria

Asylum  
Application 

Marital Status

1 Syria M 18 2015 submitted unmarried

2 Syria M 21 2015 submitted unmarried

3 Syria M 37 2015 submitted married, 
3 children

4 Syria F 27 2015 submitted married, 
4 children

5 Iraq M 19 2016 submitted unmarried

6 Iraq M 27 2016 submitted unmarried

7 Iraq M 51 2015 submitted unmarried

8 Iraq F 32 2015 submitted married, 
3 children

9 Eritrea M 19 2015 submitted unmarried

10 Eritrea M 41 2015 approved married, 
3 children

11 Afghanistan M 22 2015 submitted unmarried

12 Afghanistan M 25 2015 submitted unmarried
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Visualization techniques were used to minimize memory effects on biographi-
cal data. A “life history guide” was developed, which facilitated structured bio-
graphical data collection (see Denzin & Lincoln, 1998). The life history guide is 
a paper-and-pencil technique that shows a simple time line on which biographical 
events are recorded. The time line follows the life course as it develops, and it 
allows the researcher to make structured notes as anchor points that can stimulate 
further memories of the respondent.

In addition, maps were given to the interviewees to enable them to locate geo-
graphically significant locations in their home country and on the route they took 
when they fled. Reporting the individual way stations proved difficult for most par-
ticipants, which suggests that orientation on the route could depend more on exter-
nal factors and actors, such as traffickers or fellow refugees. 

The Role of Interpreters in the Research Process

The literature suggests that interpreters play an important role in the qualitative 
interview process with asylum seekers (see, e.g., Brücker et al., 2016a; Brücker et 
al., 2016b). Interpreters were trained prior to data collection, and it was advanta-
geous that they had already been involved in the translation of the semi-structured 
questionnaire and were familiar with the content of the study.

Ten interviews were conducted in Tigrinya or Arabic with male interpreters; 
two interviews were conducted in Farsi with a female interpreter. All interpreters 
were native speakers of the respective languages and were also fluent in German. 
The fact that the interpreters and asylum seekers had a common cultural and lan-
guage background helped build interviewees’ confidence in the study project and 
make the interviews more enjoyable and effective. Moreover, the fact that some of 
the interpreters originally came to Germany as asylum seekers themselves had an 
additional confidence-building effect. 

The use of interpreters can influence interviews (the so-called “interpreter 
effect”; see Jentsch, 1998). Interpreters can affect response behavior due to their 
presence, behavior, and external characteristics (e.g., sex and age) and thus create 
bias. Negative effects on the interview process due to different cultural/religious 
backgrounds on the part of interpreters and respondents (e.g., Kurds, Shia Arabs, & 
Sunni Arabs) could not be observed in this study (but see, e.g., Jacobsen & Landau, 
2003).

Two Arabic-speaking female asylum seekers were interviewed by a male 
interviewer with the support of a male interpreter. In one case, the husband was 
present at the interview but did not interfere with the interview process. A female 
also acted as interpreter at interviews with male asylum seekers. In both constella-
tions, no significant gender effects in the form of refusal or response bias could be 
determined.
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Another issue was the discrepancy between literal and free translation, 
which can significantly influence the interview situation. The present study used 
an approach that gave the interpreter the option to translate interview questions 
and answers largely freely. This was also helpful because differing cultural back-
grounds, as well as low levels of education on the part of interviewees, sometimes 
made it necessary to provide explanations for certain terms, such as “integration”.

In some cases, native-speaker transcribers were hired to check the translations 
of interpreters during the interviews (see Merkens, 1997). In these cases, the Ara-
bic content of a recorded interview was additionally translated by a native-speaker 
transcriber. The comparison of the Arabic originals with the control translations 
did not reveal any relevant differences. The transcriptions of the other interviews 
focused only on the German text.

Research Ethics 
The principles for research ethics drawn up by the German Data Forum (RatSWD, 
2017) focus in particular on interviews with vulnerable groups. Studies on asylum 
seekers present specific research-ethical challenges concerning research design and 
the process of data collection (Hugman et al., 2011; Jacobsen & Landau, 2013), a 
fact that played an important role in the present study. 

All persons involved in this study (including researchers, interviewers, inter-
preters, and transcribers) were obliged to maintain strict confidentiality of the 
information obtained in the course of the study. Survey respondents and qualitative 
interviewees were given written information on the content and objectives of the 
interview and on data protection, as well as a guarantee of confidentiality of inter-
view contents and personal data. The explanatory note on the quantitative survey 
pointed out the study’s voluntary nature and anonymity, as well as the fact that 
participation in the study would have no effect on the asylum procedure. For the 
qualitative study, a declaration of consent form was prepared and translated into the 
relevant languages. The declaration of consent form mentioned that participation in 
the study was voluntary, and expressly emphasized that the survey was unrelated to 
any possible asylum procedure. All qualitative interviews were subject to written 
consent to participation in the study. Depending on the educational background of 
the interviewee, an extensive explanation of the concept of declaration of consent 
was necessary.

To ensure interviewee anonymity in the evaluation process, the names of the 
persons were changed, and other data (e.g. places and chronological time lines) 
were represented so imprecisely in the results that re-identification is not pos-
sible. Here, the blurring of the data material presented was consciously weighed 
up against the requirement to protect the privacy of the respondents. The original 
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data material (audio files, transcripts) was stored securely and will be deleted after 
completion of the project. The anonymized transcripts were stored and handed over 
to Hanns Seidel Foundation as an appendix to the final report. Whereas the final 
report was published (Haug et al., 2017), this appendix was not. 

As asylum seekers are a vulnerable group of research subjects, difficult interac-
tion situations may arise during the research process (Helfferich, 2011). Both trau-
matic events in the country of origin and experiences when fleeing to Germany may 
cause post-traumatic stress disorder (PTSD), and this should be taken into account 
during biographical interviews, which may cause interviewees to relive traumatic 
events. None of the respondents showed obvious negative emotional responses to 
the interviews or exhibited signs of an emotional crisis. In order to fulfill their ethi-
cal responsibility, the researchers made sure that information on psychotherapeutic 
care facilities was passed on to the participants in the course of the study.

Conclusion 
In many respects, research on asylum seekers is not easy to conduct. As a pilot 
study, the research project “Asylum Seekers in Bavaria” offered the opportunity 
to test methodological approaches to conducting a quantitative and qualitative sur-
vey of persons who had recently arrived in Germany in search of asylum. In par-
ticular, the use of gatekeepers and interpreters proved to be an essential feature of 
the research process. The cooperation of native speakers and transcribers was also 
essential for the interpretation of the data. In order to build trust among the poten-
tial respondents, it was important to reduce uncertainties by explaining the rules 
and concepts of data protection and anonymity and to point out the strict separation 
of the present research from the asylum procedure. The majority of asylum seekers 
greatly appreciated being approached in their native language; this was reflected in 
a high willingness to participate.

One challenge was the sampling of asylum seekers in the quantitative survey. 
Due to the strong influx of asylum seekers between autumn 2015 and spring 2016, 
there was no sufficiently valid database at time of the project design that included 
all asylum seekers who entered Bavaria. The AZR database lists all asylum seek-
ers in Germany, but, as explained above, the deviations between the AZR and the 
EASY registration database (the so-called “EASY gap”; Kroh et al., 2017, p. 7) 
were particularly pronounced in 2015. Furthermore, due to statutory restrictions, 
samples can be drawn from the AZR only within the framework of research proj-
ects conducted in cooperation with BAMF, which was not the case in the present 
study; hence a pilot survey was conducted in two research areas in Bavaria.

The use of qualitative interviews in a mixed-methods approach proved help-
ful, in particular, to interpret the response patterns of research participants in the 
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quantitative survey. For example, findings from the qualitative interviews suggest 
that it was problematic for interviewees to answer questions on attitudes to religios-
ity, freedom of opinion, and gender roles, which were also asked in the quantitative 
survey. 

In 2017, a second wave of qualitative interviews took place in order to col-
lect exemplary integration biographies (Haug & Huber 2018). However, as the 2016 
quantitative study was designed as a cross-sectional study, no statements can be 
made about general integration processes or the determinants of integration based 
on the presented case study. The IAB-BAMF-SOEP Survey of Refugees, a German 
Socio-Economic Panel (GSOEP) study, will provide such data for future research. 

References
Becher, I., & El-Menouar, Y. (2013). Geschlechterrollen bei Deutschen und Zuwanderern 

christlicher und muslimischer Religionszugehörigkeit [Gender roles among Germans 
and immigrants of Christian and Muslim faith] (BAMF Research Report No. 21). Nu-
remberg: Federal Office for Migration and Refugees (BAMF).

Brücker, H., Fendel, T., Kunert, A., Mangold, U., Siegert, M., & Schupp, J. (2016b). Geflüch-
tete Menschen in Deutschland: Warum sie kommen, was sie mitbringen und welche 
Erfahrungen sie machen [Refugees in Germany: Why they come, what they have to 
offer, and what they experience] (IAB Short Report No. 15/2016). Nuremberg: Institute 
for Employment Research (IAB). 

Brücker, H., Kunert, A., Mangold, U., Kalusche, B., Siegert, M., & Schupp, J. (2016a). Ge-
flüchtete Menschen in Deutschland – eine qualitative Befragung [Refugees in Germa-
ny – A qualitative survey] (IAB Research Report No. 9/2016). Nuremberg: Institute for 
Employment Research (IAB).

Brücker, H., Rother, N.; & Schupp, J. (Eds.). (2016c). Die IAB-BAMF-SOEP-Befragung von 
Geflüchteten: Überblick und erste Ergebnisse [The IAB-BAMF-SOEP Survey of Re-
fugees: Overview and first results]. Berlin: German Institute for Economic Research 
(DIW).

BAMF (Federal Office for Migration and Refugees). (2015). Sehr hoher Asylzugang im 
September [Very high number of asylum seekers in September] (press release issued 
October 7, 2015). Retrieved December 15, 2016 from http://www.bamf.de/SharedDocs/
Meldungen/DE/2015/20151007-asylgeschaeftsstatistik-september.html

BAMF (Federal Office for Migration and Refugees). (2016a). Migrationsbericht 2015 [Mi-
gration report 2015]. Nuremberg: BAMF. 

BAMF (Federal Office for Migration and Refugees). (2016b). Das Bundesamt in Zahlen 
2015 [The Federal Office in figures 2015]. Nuremberg: BAMF. Retrieved September 
7, 2018 from https://www.bamf.de/SharedDocs/Anlagen/DE/Publikationen/Broschu-
eren/bundesamt-in-zahlen-2015.pdf 

BAMF (Federal Office for Migration and Refugees). (2017a). Das Bundesamt in Zahlen 
2016 [The Federal Office in figures 2016]. Nuremberg: BAMF. Retrieved September 7, 
2018 from http://www.bamf.de/SharedDocs/Anlagen/DE/Publikationen/Broschueren/
bundesamt-in-zahlen-2016.pdf

http://doku.iab.de/kurzber/2016/kb1516.pdf
http://doku.iab.de/forschungsbericht/2016/fb0916.pdf
http://www.bamf.de/SharedDocs/Meldungen/DE/2015/20151007-asylgeschaeftsstatistik-september.html
http://www.bamf.de/SharedDocs/Meldungen/DE/2015/20151007-asylgeschaeftsstatistik-september.html
https://www.bamf.de/SharedDocs/Anlagen/DE/Publikationen/Broschueren/bundesamt-in-zahlen-2015.pdf
https://www.bamf.de/SharedDocs/Anlagen/DE/Publikationen/Broschueren/bundesamt-in-zahlen-2015.pdf
http://www.bamf.de/SharedDocs/Anlagen/DE/Publikationen/Broschueren/bundesamt-in-zahlen-2016.pdf
http://www.bamf.de/SharedDocs/Anlagen/DE/Publikationen/Broschueren/bundesamt-in-zahlen-2016.pdf


methods, data, analyses | Vol. 13(2), 2019, pp. 321-340 338 

BAMF (Federal Office for Migration and Refugees). (2017b). Erstverteilung der Asylsu-
chenden (EASY) [Initial Distribution of Asylum Seekers (EASY)] (as of January 1, 
2017). Retrieved June 23, 2017 from http://www.bamf.de/DE/Fluechtlingsschutz/Ab-
laufAsylv/Erstverteilung/erstverteilung-node.html

BAMF (Federal Office for Migration and Refugees) (Eds.). (2018) Aktuelle Zahlen zu Asyl, 
Juli 2018 [Current figures on asylum, July 2018] (monthly report). Retrieved Septem-
ber 7, 2018 from http://www.bamf.de/SharedDocs/Anlagen/DE/Downloads/Infothek/
Statistik/Asyl/aktuelle-zahlen-zu-asyl-juli-2018.pdf

BMI (German Federal Ministry of the Interior). (2016). 890.000 Asylsuchende im Jahr 
2015 [890,000 asylum seekers in 2015] (press release issued September 30, 2016). Re-
trieved October 14, 2016 from https://www.bmi.bund.de/SharedDocs/Pressemitteilun-
gen/DE/2016/09/asylsuchende-2015.html

Creswell, J. (2003). Research design. Thousand Oaks, CA: Sage Publications.
Denzin, N., & Lincoln, Y. (1998). Entering the field of qualitative research. In N. Denzin & 

Y. Lincoln (Eds.), Strategies of Qualitative Inquiry (pp. 1–34). Thousand Oaks, CA: 
Sage Publications.

Fuchs-Heinritz, W. (2009). Biographische Forschung [Biographical research]. Wiesbaden: 
VS Verlag.

Halm, D., & Sauer, M. (2015): Lebenswelten deutscher Muslime [Lifeworlds of German 
Muslims] (research report in the Bertelsmann Foundation series Religionsmonitor). 
Gütersloh: Bertelsmann. 

Haug, S., & Huber, D. (2018). Asylsuchende in Bayern. Eine qualitative Folgebefragung. 
München: Hanns-Seidel-Stiftung.

Haug, S., Currle, E., Lochner, S., Huber, D., & Altenbuchner, A. (2017). Asylsuchende in 
Bayern [Asylum seekers in Bavaria] (research report). Munich: Hanns Seidel Founda-
tion. Retrieved June 23, 2017 from https://www.hss.de/download/publications/Asylsu-
chende_in_Bayern.pdf

Haug, S., & Vernim, M. (2015). Telefonische Befragung. Methodenbericht. Der Einfluss 
sozialer Netzwerke auf den Wissenstransfer am Beispiel der Reproduktionsmedizin 
(NeWiRe) [Telephone survey. Methods report. The influence of social networks on 
knowledge transfer, using the example of reproductive medicine] (Working Paper No. 
2.01). Regensburg: OTH. Retrieved January 3, 2018 from https://www.oth-regensburg.
de/fileadmin/media/fakultaeten/s/forschung_projekte/IST/newire/NeWiRe_2.01_Me-
thodenbericht_Telefonbefragung.pdf

Haug, S., Vernim, M., Gelfert, V., & Reindl, A. (2014). Integrationsbericht und Integra-
tionskonzept für Regensburg [Integration report and integration concept for Regens-
burg] (final report). Regensburg: City of Regensburg/OTH Regensburg. 

Haug, S., Müssig S., & Stichs, A. (2009). Muslim life in Germany (Research Report No. 
6). Nuremberg: Federal Office for Migration and Refugees (BAMF). Retrieved Octo-
ber 19, 2018 from https://www.bamf.de/SharedDocs/Anlagen/EN/Publikationen/For-
schungsberichte/fb06-muslimisches-leben.pdf?__blob=publicationFile

Helfferich, C. (2011). Die Qualität qualitativer Daten. Manual für die Durchführung quali-
tativer Interviews [The quality of qualitative data. A manual for conducting qualitati-
ve interviews]. Wiesbaden: VS Verlag.

Hugman, R., Pittaway, E., & Bartolomei, L. (2011). When ‘do no harm’ is not enough: The 
ethics of research with refugees and other vulnerable groups. British Journal of Social 
Work, 41(7), 1271–1287.

http://www.bamf.de/SharedDocs/Anlagen/DE/Downloads/Infothek/Statistik/Asyl/aktuelle-zahlen-zu-asyl-juli-2018.pdf
http://www.bamf.de/SharedDocs/Anlagen/DE/Downloads/Infothek/Statistik/Asyl/aktuelle-zahlen-zu-asyl-juli-2018.pdf
https://www.bmi.bund.de/SharedDocs/Pressemitteilungen/DE/2016/09/asylsuchende-2015.html
https://www.bmi.bund.de/SharedDocs/Pressemitteilungen/DE/2016/09/asylsuchende-2015.html
https://www.hss.de/download/publications/Asylsuchende_in_Bayern.pdf
https://www.hss.de/download/publications/Asylsuchende_in_Bayern.pdf
https://www.oth-regensburg.de/fileadmin/media/fakultaeten/s/forschung_projekte/IST/newire/NeWiRe_2.01_Methodenbericht_Telefonbefragung.pdf
https://www.oth-regensburg.de/fileadmin/media/fakultaeten/s/forschung_projekte/IST/newire/NeWiRe_2.01_Methodenbericht_Telefonbefragung.pdf
https://www.oth-regensburg.de/fileadmin/media/fakultaeten/s/forschung_projekte/IST/newire/NeWiRe_2.01_Methodenbericht_Telefonbefragung.pdf
https://www.bamf.de/SharedDocs/Anlagen/EN/Publikationen/Forschungsberichte/fb06-muslimisches-leben.pdf?__blob=publicationFile
https://www.bamf.de/SharedDocs/Anlagen/EN/Publikationen/Forschungsberichte/fb06-muslimisches-leben.pdf?__blob=publicationFile


339 Haug et al.: Methodological Aspects of a Quantitative and Qualitative Survey

Humpert, A., & Schneiderheinze, K. (2002) Stichprobenziehung für telefonische Zuwander-
erbefragungen – Erfahrungen und neue Ansätze [Drawing samples for telephone sur-
veys of immigrants – Experiences and new approaches]. In S. Gabler & S. Häder (Eds.), 
Telefonstichproben – Methodische Innovationen und Anwendungen in Deutschland 
[Telephone Samples – Methodological Innovations and Applications in Germany] (pp 
187–208). Münster: Waxmann.

Jacobsen, K., & Landau, L. (2003). The dual imperative in refugee research: Some metho-
dological and ethical considerations in social science research on forced migration. 
Disasters, 27(3), 185-206.

Jentsch, B. (1998). The ‘interpreter effect’: Rendering interpreters visible in cross-cultural 
research and methodology. Journal of European Social Policy, 8(4), 275–289.

Johannsson, S. (2016). Was wir über Flüchtlinge (nicht) wissen. Der wissenschaftliche Er-
kenntnisstand zur Lebenssituation von Flüchtlingen in Deutschland [What we (don’t) 
know about the living conditions of refugees in Germany] (expert report on behalf 
of the Robert Bosch Foundation and the Expert Council of German Foundations 
on Integration and Migration, SVR). Berlin: SVR. Retrieved August 11, 2016 from 
http://www.svr-migration.de/wp-content/uploads/2016/01/Was-wir-%C3%BCber-
Fl%C3%BCchtlinge-nicht-wissen.pdf

Kroh, M., Kühne, S., Jacobsen, J., Siegert, M., & Siegers, R. (2017). Sampling, nonresponse, 
and integrated weighting of the 2016 IAB-BAMF-SOEP Survey of Refugees (M3/M4) – 
Revised version (SOEP Survey Paper No. 477: Series C). Berlin: DIW/SOEP.

Liebau, E., Humpert, A., Schneiderheinze, K. (2018). Wie gut funktioniert das Onomastik-
Verfahren? Ein Test am Beispiel des SOEP-Datensatzes [How well does the onomastic 
method work? A test using the example of the SOEP dataset] (SOEP Survey Paper No. 
976). Berlin: DIW/ SOEP.

Marshall, M. (1996). Sampling for qualitative research. Family Practice, 13, 522-526.
Merkens, H. (1997). Stichproben bei qualitativen Studien [Sampling in qualitative studies]. 

In B. Friebertshäuser & A. Prengel, (Eds.), Handbuch Qualitative Forschungsmetho-
den in der Erziehungswissenschaft [Handbook of Qualitative Research Methods in 
Educational Science] (pp. 97–106). Munich: Juventa.

Paulhus, D. (2002). Socially desirable responding: The evolution of a construct. In H.I. 
Braun, D.N. Jackson & D.E. Wiley (Eds.), The role of constructs in psychological and 
educational measurement (pp 49-69). Mahwah NJ: Erlbaum.

Pollack, D., & Müller, O. (2013). Verstehen was verbindet. Religiosität und Zusammen-
halt in Deutschland [Understanding what unites people. Religiosity and cohesion in 
Germany] (research report in the Bertelsmann Foundation Religionsmonitor series). 
Gütersloh: Bertelsmann.

RatSWD (German Data Forum). (2017). Forschungsethische Grundsätze und Prüfverfah-
ren in den Sozial- und Wirtschaftswissenschaften [Principles and review procedures 
for research ethics in the social and economic sciences] (Output 9 (5)). Berlin: RatS-
WD.

Rich, A. (2016). Asylantragsteller in Deutschland im Jahr 2015. Sozialstruktur, Qualifi-
kationsniveau und Berufstätigkeit [First-time asylum applicants in Germany in 2015. 
Social structure, level of qualifications and employment] (BAMF Brief Analysis No. 
3/2016). Nuremberg: Federal Office for Migration and Refugees (BAMF). Retrieved 
January 1, 2017 from http://www.bamf.de/SharedDocs/Anlagen/EN/Publikationen/
Kurzanalysen/kurzanalyse3_sozial-komponenten.pdf?__blob=publicationFile

http://www.svr-migration.de/wp-content/uploads/2016/01/Was-wir-%C3%BCber-Fl%C3%BCchtlinge-nicht-wissen.pdf
http://www.svr-migration.de/wp-content/uploads/2016/01/Was-wir-%C3%BCber-Fl%C3%BCchtlinge-nicht-wissen.pdf
http://www.bamf.de/SharedDocs/Anlagen/EN/Publikationen/Kurzanalysen/kurzanalyse3_sozial-komponenten.pdf?__blob=publicationFile
http://www.bamf.de/SharedDocs/Anlagen/EN/Publikationen/Kurzanalysen/kurzanalyse3_sozial-komponenten.pdf?__blob=publicationFile


methods, data, analyses | Vol. 13(2), 2019, pp. 321-340 340 

Rosenthal, G. (2004). Biographical research. In C. Seale, G. Gobo, J. Gubrium, & D. Sil-
verman (Eds.). Qualitative Research Practice (pp. 48–64). London: Sage Publications.

Schnell, R., Gramlich, T., Bachteler, T., Reiher, J., Trappmann, M., Smid, M., & Becher, I. 
(2013b). Ein neues Verfahren für namensbasierte Zufallsstichproben von Migranten [A 
new name-based sampling method for migrants]. mda Methoden - Daten – Analysen, 
7(1), 5–33.

Schnell, R., Hill, P., & Esser, E. (2013a). Methoden der empirischen Sozialforschung [Me-
thods of empirical social research] (10th. ed.). Munich: Oldenbourg.

VDSt Arbeitsgemeinschaft Bevölkerung (Association of German Municipal Statisticians 
Population Working Group). (2013). Migrationshintergrund in der Statistik – Defini-
tionen, Erfassung und Vergleichbarkeit [Migration background in statistics – Defi-
nitions, measurement, and comparability] (issue 2 of the VDSt Population Working 
Group publications Materialien zur Bevölkerungsstatistik). Cologne: Association of 
German Municipal Statisticians (VDSt). Retrieved September 7, 2018 from http://
www.staedtestatistik.de/fileadmin/vdst/AG_Bevoelkerung/Publikation/Heft2_Mig-
rationshintergrund.pdf

Wetzels, P., & Brettfeld, K. (2007). Muslime in Deutschland. Integration, Integrationsbar-
rieren, Religion, und Einstellungen zu Demokratie, Rechtsstaat und politisch-religiös 
motivierter Gewalt [Muslims in Germany. Integration, integration barriers, religion, 
and attitudes to democracy, the rule of law, and politically and religiously motivated 
violence] (report of the results of a survey study). Berlin: Federal Ministry of the Inte-
rior (BMI).

Worbs, S., Bund, E., & Böhm, A. (2016). Asyl – und dann? Die Lebenssituation von Asyl-
berechtigten und anerkannten Flüchtlingen in Deutschland. BAMF-Flüchtlingsstudie 
2014 [Asylum – and then? The living conditions of persons granted asylum status and 
recognized refugees in Germany. BAMF Refugee Study 2014] (Research Report No. 
28). Nuremberg: Federal Office for Migration and Refugees (BAMF).

http://www.staedtestatistik.de/fileadmin/vdst/AG_Bevoelkerung/Publikation/Heft2_Migrationshintergrund.pdf
http://www.staedtestatistik.de/fileadmin/vdst/AG_Bevoelkerung/Publikation/Heft2_Migrationshintergrund.pdf
http://www.staedtestatistik.de/fileadmin/vdst/AG_Bevoelkerung/Publikation/Heft2_Migrationshintergrund.pdf


341 methods, data, analyses | Vol. 13(2), 2019

The Editors of methods, data, analyses would like to thank the following referees 
who have reviewed manuscripts for the journal from January 2018 to January 2019:

Thank to Reviewers

Christopher Antoun, Maryland
Sharon Baute, Leuven
Constanze Beierlein, Hamm
Michael Blohm, Mannheim
Michael Braun, Mannheim
Nate Breznau, Mannheim
Sarah Butt, London
Mario Callegaro, London
Jan Cieciuch, Warsaw
Eldad Davidov, Cologne 
Brita Dorer, Mannheim
Hermann Duelmer, Cologne 
Martin Elff, Friedrichshafen
Anke Erdmann, Bielefeld 
Marieke Haan, Groningen
Dominique Joye, Lausanne
Markus Klein, Glasgow
Simon Kühne, Bielefeld 
Heinz Leitgöb, Eichstaett-Ingolstadt
Noah Lewin-Epstein, Tel-Aviv

Jochen Mayerl, Chemnitz
Bart Meuleman, Leuven
Christian Monseur, Liège
Guy Moors, Tilburg
Cornelia Neuert, Mannheim
Frans Oort, Utrecht
Jost Reinecke, Bielefeld 
Melanie Revilla, Barcelona
Angelika Scheuer, Mannheim
Elmar Schlüter, Giessen
Peter Schmidt, Giessen
Evi Scholz, Mannheim
Matthias Schonlau, Waterloo
Daniel Seddig, Cologne 
Vera Toepoel, Utrecht
Klaus Troitzsch, Koblenz
Hagen von Hermanni, Leipzig
Brady Thomas West, Ann Arbor
Diana Zavala-Rojas, Barcelona
Conrad Ziller, Cologne





methods, data, analyses | Vol. 13(2), 2019 343 

Methods, data, analyses (mda) publishes research on all questions important to 
quantitative methods, with a special emphasis on survey methodology. In spite of 
this focus we welcome contributions on other methodological aspects. 
Manuscripts that have already been published elsewhere or are simultaneously sub-
mitted to other journals will not be considered. As a rule we do not restrict authors’ 
rights. All rights remain with the author, and articles in mda are published under 
the CC-BY open-access license. 
Mda aims for a quick peer-review process. All papers submitted to mda will first 
be screened by the editors for general suitability and then double-blindly reviewed 
by at least two reviewers. The decision on publication is made by the editors based 
on the reviews. The editorial team will contact the authors by email with the result 
at the latest eight weeks after submission; if the reviews have not been received by 
then, we provide a status update with a new target date. 
When preparing a paper for submission, please consider the following guidelines:

�� Please submit your manuscript via www.mda.gesis.org. 
�� The total length of the manuscript shall not exceed 10.000 words.
�� Manuscripts should… 

�� be written in English, using American English spelling. Please use correct 
grammar and punctuation. Non-native English speakers should consider a 
professional language editing prior to publication.

�� be typed in a 12 pt Roman font, double-spaced throughout.
�� be submitted as MS Word documents.
�� start with a cover page containing the title of the paper and contact details  / 

affiliations of the authors, but be anonymized for review otherwise.
�� should be anonymized (“blinded”) for review.

�� Please also send us an abstract of your paper (approx. 300 words), a front page 
with a brief biographical note (no longer than 250 words as supplementary file), 
and a list of 5-7 keywords for your paper.

�� Acceptable formats for Graphics are
�� pdf
�� jpg (uncompressed, high quality)

�� Please ensure a resolution of at least 300 dpi and take care to send hiqh-quality 
graphics. Line art images should have a resolution of 500-1000 dpi. Please note 
that we cannot print color images.

�� The type area of our journal is 11.5 cm (width) x 18.5 cm (height). Please con-
sider this when producing tables or graphics.

�� Footnotes should be used sparingly.
�� Please number the headings of your article. Doing so will make the work of the 

layout editor easier.

Information for Authors



Information for Authors344 

�� If your text includes formulas we would like to ask you to upload your text also 
as a PDF, additional to the Word document.

�� By submitting a paper to mda the authors agree to make data and program rou-
tines available for purposes of replication.

�� Response rates in research papers or research notes, where population surveys 
are analyzed, should be calculated according to AAPOR standard definitions.

�� Please follow the APA guideline when structuring and formating your work.

When preparing in-text references and the list of references please also follow the 
APA guidelines:

Entire Book: 
Groves, R. M., & Couper, M. P. (1998). Nonresponse in household interview sur-
veys. New York: John Wiley & Sons.

Journal Article (with DOI): 
Klimoski, R., & Palmer, S. (1993). The ADA and the hiring process in organi-
zations. Consulting Psychology Journal: Practice and Research, 45(2), 10-36. 
doi:10.1037/1061-4087.45.2.10 

Journal Article (without DOI): 
Abraham, K. G., Helms, S., & Presser, S. (2009). How social processes distort 
measurement: The impact of survey nonresponse on estimates of volunteer work in 
the United States. American Journal of Sociology, 114(4), 1129-1165.

Chapter in an Edited Book: 
Dixon, J., & Tucker, C. (2010). Survey nonresponse. In P. V. Marsden & J. D. 
Wright (Eds.), Handbook of Survey Research. Second Edition (pp. 593-630). Bing-
ley: Emerald.

Internet Source (without DOI): 
Lewis, O., & Redish, L. (2011). Native American tribes of Wisconsin. Retrieved 
April 19, 2012, from the Native Languages of the Americas website: www.native-
languages.org/wisconsin.htm 

For more information, please consult the Publication Manual of the American Psy-
chological Association (Sixth ed.). 





Chasing Hard-to-Get Cases in Panel 
Surveys: Is it Worth it?

Willingness of Online Panelists to Perform 
Additional Tasks

The Advantage and Disadvantage of 
Implicitly Stratified Sampling

Behavioral Intentions, Actual Behavior and 
the Role of Personality Traits

Recruiting Young and Urban Groups 
into a Probability-Based Online Panel by 
Promoting Smartphone Use 

Sensitive Question Techniques and Careless 
Responding

Methodological Aspects of a Quantitative 
and Qualitative Survey of Asylum Seekers in 
Germany – A Field Report

Nicole Watson & Mark Wooden 

Melanie Revilla et al. 

Peter Lynn 

Katrin Drasch 

Peter Lugtig et al. 
 

Patrick Schnapp 

Sonja Haug et al.

ISSN 1864-6956 (Print)
ISSN 2190-4936 (Online)

© of the compilation GESIS, Mannheim, July 2019

m
da

Vo
lu

m
e 

13
, 2

01
9 

| 
2

m
et

ho
ds

, d
at

a,
 a

na
ly

se
s

Journal for Quantitative Methods and Survey Methodology

methods, data, analyses

Volume 13, 2019 | 2

 

Leibniz Institute for the Social Sciences


	S1 Cover MDA
	S2 Cover MDA
	MDA_Vol13_2019-2.pdf
	S4 Cover MDA
	Leere Seite



