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Editorial

This issue of mda takes a special place in the hearts of the mda editorial team. The reason is that, in addition to three fine research reports by Melanie Revilla (RECSM – Universitat Pompeu Fabra, Spain), Uta Landrock (University of Kaiserslautern, Germany), and Taylor Lewis (U.S. Office of Personnel Management, United States), we were delighted to receive and ultimately accept a review article by two most distinguished survey methodologists: Eleanor Singer and Mick P. Couper (Survey Research Center, Institute for Social Research, University of Michigan, United States).

It is with even greater sadness then that we learned that Eleanor Singer died aged 87 on 3rd June 2017. Eleanor was a highly respected researcher, who inspired generations of survey methodologists in the U.S., Europe, and worldwide.

The connecting theme of her research was the validity of measurements – that is, whether issues such as privacy and confidentiality, informed consent procedures, or incentives have an effect on survey participation, bias, and the accuracy of survey response data. Her studies adapted to technological advances in survey settings over the years, and explored the implications of face-to-face, mail, phone, and online surveys.

ISR Director David Lam: “Eleanor was a major figure in the field of survey methodology and she will be greatly missed by all who knew her. We are fortunate that she spent the last decades of her illustrious career at ISR, where she made major contributions to research, training, and the intellectual life of the Institute.”

Bob Groves: “Eleanor was one of those productive scientists who was also an incredible magnet for collaboration. She ended up collaborating with half of the people in the building, was known as a wonderful mentor, and an exquisite writer. Whenever I would get back articles I submitted to her that she had rewritten, I realized she made my pieces better. As a collaborator you would discover that again and again.”

Michael Traugott: “Eleanor was editor of Public Opinion Quarterly at a time when survey research and public opinion research became established in the university setting. By her selection of content and manuscripts, she – in a very important but subtle way – promoted and encouraged the study of academic survey methods as well as the current state of knowledge that is very important to survey researchers.”

Eleanor Singer was born in Vienna, Austria, in 1930. When she was 8 years old, her family fled the rise of Nazi Germany in Europe and settled in Astoria, New York. She completed a B.A. in English at Queens College in 1951, where she met her late husband Alan Singer. In her early career, Singer worked as a book editor
at various publishing houses, including Teachers College Press, and increasingly specialized in books about social science.

During this time, survey research, public opinion, and polling began to grow as a field of study in the United States. Singer developed an interest in sociology – in particular surveys and survey research – and decided to pursue graduate school at Columbia University in 1959. She earned a Ph.D. in Sociology in 1966.

During the course of her studies, she met and worked with illustrious mentors including Paul Lazarsfeld and Robert Merton, and her dissertation sponsor Herbert H. Hyman, who introduced Singer to public opinion research and survey methodology. She went on to conduct research at Columbia University and University of Chicago, and worked as a social science analyst at the U.S. Bureau of the Census.

In her distinguished career she received numerous appointments and distinctions, including the Monroe G. Sirken Award in Interdisciplinary Survey Methods Research for “significant contributions in our understanding of survey participation, sources of nonresponse bias, and factors affecting survey responses; for pioneering research on the use and effects of incentives; and for leadership in developing awareness and understanding of ethical issues in survey research.”

I had the honor to meet Eleanor and discuss research with her during a research visit at SRC in June 2013. I was impressed by her inquisitive mind, passion for knowledge and research, humbleness and kindness. She will be sorely missed by colleagues, friends and family.

I borrowed liberally from a more detailed obituary on the ISR website:
http://home.isr.umich.edu/releases/survey-researcher-eleanor-singer-dies

Annelies G. Blom
Editor-in-Chief
Some Methodological Uses of Responses to Open Questions and Other Verbatim Comments in Quantitative Surveys

Eleanor Singer & Mick P. Couper
Survey Research Center, University of Michigan

Abstract
The use of open-ended questions in survey research has a very long history. In this paper, building on the work of Paul F. Lazarsfeld and Howard Schuman, we review the methodological uses of open-ended questions and verbatim responses in surveys. We draw on prior research, our own and that of others, to argue for increasing the use of open-ended questions in quantitative surveys. The addition of open-ended questions – and the capture and analysis of respondents’ verbatim responses to other types of questions – may yield important insights, not only into respondents’ substantive answers, but also into how they understand the questions we ask and arrive at an answer. Adding a limited number of such questions to computerized surveys, whether self- or interviewer-administered, is neither expensive nor time-consuming, and in our experience respondents are quite willing and able to answer such questions.
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1 Introduction

More than 75 years ago Lazarsfeld (1935), in “The Art of Asking Why,” offered advice on the proper (and improper) deployment of open-ended questions. He identified six main functions of the open-ended interview: clarifying the meaning of a respondent’s answer, singling out the decisive aspects of an opinion, discovering what has influenced an opinion, determining complex attitude questions, interpreting motivations, and clarifying statistical relationships. In “The Controversy over the Detailed Interview – An Offer for Negotiation,” prepared in response to an invitation to adjudicate professional disagreements over the relative merits of closed versus open-ended questions, he argued that both open and closed questions should be used in a comprehensive research program (Lazarsfeld, 1944).

Over time, the economics of survey research gradually drove out open-ended interviewing as a technique for quantitative large-scale studies (cf. Geer, 1991). But about a quarter century later Howard Schuman proposed an ingenious solution to the cost dilemma. In “The Random Probe” (1966), he pointed out that most of the functions of open-ended questions noted by Lazarsfeld could, in fact, be fulfilled by probing a randomly selected subset of responses to closed-ended questions with open-ended follow-ups. Such probes could be used to clarify reasons for the response, clear up ambiguities, and explore responses that fell outside the expected range of answers. Because they would be put only to a subset of respondents, they would reduce the cost of recording and coding; but since the subsample was randomly selected, the results could be generalized to the sample as a whole. Schuman himself has made much use of this technique over his long career in survey research, reprised in his most recent book, Meaning and Method (2008). Nevertheless, the promise of this approach has not yet been fully realized, despite the development of technologies that make it even easier to implement today.

Here, we review several primarily methodological uses of open-ended questions and give examples drawn from our own research as well as that of others. We believe the adaptation of open-ended questions to some functions in quantitative surveys for which they have not previously been used, or used only rarely, will result in more respondent-focused surveys and more accurate and useful data. The paper argues for more inclusion of open-ended questions in quantitative surveys and discusses the technological and methodological advances that facilitate such inclusion. The major advantage of embedding such questions in actual surveys rather than restricting their use to qualitative interviews is the breadth and representativeness of coverage they provide at little additional cost. Such use should
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complement, not replace, the use of open questions and verbatim responses during the instrument development and pretesting process.

We take a broad perspective on open questions in this paper, including any question where the respondent’s answers are not limited to a set of predefined response options. Couper, Kennedy, Conrad, and Tourangeau (2011) review different types of such responses, including questions eliciting narrative responses (e.g., “What is the biggest problem facing the country today?”) and those soliciting a numeric response (e.g., “During the past 12 months, how many times have you seen or talked with a doctor about your health?”). We include all these types, and expand the notion to include verbatim responses to closed questions that do not fall within the prescribed set of response alternatives.

2 Why Add Open-Ended Questions to Surveys?

As already noted, Schuman (1966) proposed following some closed questions with open-ended probes administered to a random sample of respondents in order to clarify their answers and – which is often forgotten – to establish the validity of closed questions (Schuman & Presser, 1979). We believe such probes can serve a number of other important functions as well. For all of these, embedding the probes in ongoing surveys has clear benefits. First, there is a good chance of capturing the full range of possible responses, since the survey is administered to a random sample of the target population; and second, if the survey is web-based or administered by an interviewer using a computer, the responses can be captured digitally, facilitating automatic transcription or computer-assisted coding, in turn reducing the cost and effort involved in analyzing the responses. Such “random probes” thus provide a useful addition, and in some cases an alternative, to a small number of qualitative interviews administered to convenience samples.

In what follows, we identify seven primarily methodological uses of open-ended questions: Understanding reasons for reluctance or refusal; determining the range of options to be used in closed-ended questions; evaluating how well questions work; testing methodological theories and hypotheses; checking for errors; encouraging more truthful answers; and providing an opportunity for feedback. We omit another frequent use of open-ended questions – namely, as an indicator of response quality (e.g. Galesic & Bosnjak, 2009; for a summary of this use of open-ended questions in incentive experiments see Singer & Kulka, 2002).
2.1 Understanding Reasons for Refusal

The first use of open responses lies outside the traditional domain of standardized survey instruments. Introductory interactions were long thought of as something external to the survey itself, and therefore as something not subject to systematic measurement. However, the early pioneering work of Morton-Williams (1993; see also Morton-Williams & Young, 1987) showed that systematic information can be collected about these interactions and used for quantitative analysis, and a few studies have collected systematic data about “doorstep interactions” between interviewers and respondents in an effort to use respondent comments to predict the likelihood of response and allow interviewers to “tailor” their comments to specific respondent concerns (Morton-Williams & Young, 1987; Morton-Williams, 1993; Groves & Couper, 1996; Campanelli et al., 1997; Couper, 1997; Sturgis & Campanelli, 1998; Groves & McGonagle, 2001; Couper & Groves, 2002; Bates et al., 2008).

In an early paper, Couper (1997) demonstrated that there is some veracity to the reasons sample persons give for not wanting to participate in a survey. Those who say “not interested” did indeed appear to be less interested, engaged, and knowledgeable about the topic (elections) than those (for example) who gave “too busy” as a reason. Interviewer observations are now a standard part of many survey data collection protocols. Often the verbatim reactions of householders to the survey request are field-coded by interviewers. Recent efforts have focused on improving the quality of such observations (see, e.g., West, 2013; West & Kreuter, 2013, 2015).

For example, the US Census Bureau makes data from its contact history instrument (CHI; see, e.g., Tan, 2011), which systematically captures information on interviewer-householder interactions, available to researchers. The CHI provides information about the characteristics of all sample members with whom contact was made, permitting not only the tailoring of subsequent contacts to counteract reservations that may have been expressed at the prior encounter, but also to predict what kinds of responses are likely to lead to final refusals and which are susceptible of conversion. Bates, Dahlhamer, and Singer (2008), for example, analyzed the effect of various respondent concerns, expressed during a personal contact with an interviewer, on cooperation with the National Health Interview Survey. While acknowledging various limitations of the CHI instrument, including the fact that recording and coding the concerns involve subjective judgments by interviewers as well as possible recall error if such concerns are not recorded immediately, the authors report a number of useful findings in need of replication. Thus, for example, although 23.9% of households claimed they were “too busy” to do the interview during at least one contact, 72.8% of households expressing this concern never refused and only 10.3% were final refusals. Similarly, although 13.3% of households expressed privacy concerns, 62.9% of those expressing privacy concerns never
refused, and only 13.9% were final refusals. On the other hand, 34.1% of those (12.7% of households) saying “not interested” and “don’t want to be bothered” never became respondents (ibid., Table 1). Because interactions between interviewers and respondents were not recorded verbatim in this study, we can only surmise why certain concerns were more amenable to mitigation than others, or guess at which interviewer conversational strategies might have been successful. While early methodological studies (most notably Morton-Williams, 1993) had interviewers tape-record the doorstep interactions, most subsequent work has required interviewers to report their observations of the interaction, a process subject to measurement error. Portable, unobtrusive digital recorders, increasingly an integral component of the laptop and tablet computers interviewers are using for data collection, make such doorstep recording increasingly feasible.\(^{1}\) Recording of introductory interactions in telephone surveys is logistically even easier (e.g., Couper & Groves, 2002; Benki et al., 2011; Conrad et al., 2013).

Modes of interviewing that record the entire interaction, rather than manually recording only the respondent’s concern, could begin to provide answers to questions relating to the process of gaining cooperation. For example, Maynard, Freese, and Schaeffer (2010) draw on conversation-analytic methods and research to analyze interviewer-respondent interactions in order to better understand the process of requesting and obtaining participation in a survey interview. The authors state, “This article contributes to understanding the social action of requesting and specifically how we might use insights from analyses of interaction to increase cooperation with requests to participate in surveys.” Or, as the authors of the CHI paper note, “The potential of these new data to expand our understanding of survey participation seems great since they are collected at every contact, across modes, and across several different demographic surveys for which the US Census Bureau is the collecting agent.” Indeed, they include an analysis of Consumer Expenditure Survey Data that replicates key findings of the main analysis (Bates et al., 2008).

### 2.2 Determining the Range of Options to Be Offered in Closed-Ended Questions

In “The Open and Closed Question”, Schuman and Presser (1979) talk about the two main functions of open-ended questions: Making sure that all possible response options are included in the final questionnaire, and avoiding bias. They investigate experimentally how closely the coding of responses to an open-ended question replicates the \textit{a priori} response alternatives assigned to a question about the importance of different aspects of work. Schuman has also talked about the

\(^{1}\) Note, however, that the technical developments do not address the informed consent issues raised by recording such introductory interactions.
importance of ascertaining the full range of response options to controversial questions before constructing a questionnaire. What, for example, is the most extreme response option to a question about the conditions under which abortion should be forbidden? Is it the termination of any pregnancy, however brief, or does it extend to the prevention of conception after unprotected intercourse, or even to the use of contraception? Schuman has suggested talking to groups holding extreme positions on both sides of a controversial issue before drafting questions about it. A possibly attractive alternative is to include the question in open-ended form – e.g., “What kinds of actions would you include in a definition of abortion?” – on a survey of a random sample of the target population which precedes the planned survey on abortion attitudes. Such a question should yield not only the extremes but also a distribution of intermediate responses. This is analogous to doing a small number of qualitative, semi-structured interviews prior to fielding a questionnaire, but has the advantage of doing so with a larger, more diverse sample in an ongoing survey at marginal cost. Behr et al. (2012, 2013, 2014) have investigated some factors contributing to the success of such probes in web surveys.

2.3 Evaluating How Well Questions Work

Just as open questions administered to a random sample can be useful in developing a questionnaire, so they can be useful in evaluating how well questions work in an actual survey. Martin (2004) discusses at length the use of open and closed debriefing questions administered after the main survey for evaluating respondents’ understanding of key questions. Such questions have been used to measure the accuracy of respondents’ interpretation of terminology, questions, or instructions; to gauge respondents’ reactions or thoughts during questioning; and to obtain direct measures of missed or misreported information (e.g. Belson, 1981; DeMaio, 1983; DeMaio & Rothgeb, 1996; Oksenberg et al., 1991; Schuman, 1966). Hess and Singer (1995), for example, used open as well as closed questions administered to a random subsample of respondents to see how well respondents understood questions on a Food Insecurity supplement and how reliably some questions were answered.

Given the increasing ease with which digital recordings of the entire interview can be captured for analysis, verbatim responses to closed-ended questions in interviewer-administered surveys are becoming increasingly useful for evaluating the performance of survey questions. In the days of paper-and-pencil surveys, interviewers recorded the interviews on tape recorders. These were painstakingly coded and analyzed using methods such as behavior coding (see, e.g., Fowler & Cannell, 1996) or conversational-analytic methods (e.g., Schaeffer & Maynard, 1996; Maynard et al., 2002), often only in small pretests. Digital recordings integrated into computer-assisted interviewing (CAI) software make the task of finding responses to specific questions much easier. While much of the focus of this work has been on
evaluating interviewers, we believe such recordings are a valuable tool for evaluating survey questions. Indeed, Cannell and Oksenberg (1988) identified three main objectives of interview observation: 1) to monitor interviewer performance, 2) to identify survey questions that cause problems for the interviewer or respondent, and 3) to provide basic data for methodological studies.

To give one recent example: in the process of developing an online version of the Health and Retirement Study (see http://hrsonline.isr.umich.edu/) instrument, we were struggling with how to refer to family members (siblings or children) who had died since the last wave of data collection. HRS staff selected a number of recordings from the prior interviewer-administered wave of the survey where the data revealed a death of a sibling or child. By listening to these interactions, they were able to determine that the term “deceased” was used more frequently than “passed (away)” or other terms when referring to such family members. This enabled us to recommend appropriate wording for the online version of the survey.

Other examples of such targeted analysis include identifying questions with high rates of missing data to understand how respondents are communicating their responses; identifying concerns expressed about in-survey consent requests; understanding how respondents might qualify their answers in response to questions asking for exact qualities (e.g., income or assets, life expectancy probability, etc.); and the like. Both survey data and paradata can be used to identify questions for more detailed examination, whether qualitative or quantitative. We believe this is an under-utilized opportunity to use existing digital recordings to evaluate and improve survey questions.

2.4 Testing Methodological Theories and Hypotheses

Porst and von Briel (1995), Singer (2003), and Couper et al. (2008, 2010) have used open-ended questions in face-to-face, telephone, and online surveys to explore reasons people give for being willing (or unwilling) to participate in a hypothetical survey. Those who said they would be willing to participate cited things like wanting their opinions to be heard or wanting to contribute to the research goals, or their interest in the topic of the survey or the incentive associated with participation. Those who said they would not be willing to participate gave some general reasons – not interested, too long, too little time – as well as a large number of responses that were classified as privacy-related (e.g., Don't like intrusions; don't like to give financial information). A large number of responses pertained to survey characteristics, such as the topic or the sponsor, and a small number of comments indicated that respondents did not view the survey as offering enough benefits to make participation worthwhile.

These reasons can be reliably coded into a relatively small number of general categories – an egoistic-altruistic dimension (for example, “For the money,” “To
help with the research”), another having to do with situational characteristics (for example, “I’m too busy,” “I’m retired, so I have the time”), and still others having to do with characteristics of the survey (“It’s too long,” “I trust the sponsor”). Such categories could be used to develop a set of exhaustive, mutually exclusive reasons for (non)response, which in turn could be used to test hypotheses or theories about survey participation (Singer, 2011).

We have also asked respondents whether they would, or would not, be willing to permit researchers to make use of paradata – data automatically produced as a byproduct of answering survey questions on web-based surveys – both in connection with hypothetical vignettes and after completing an actual online survey (Couper & Singer, 2013; Singer & Couper, 2011), and followed this with open-ended questions about the reasons for their response. Exploratory questions about whether, and why, respondents would forbid or allow the use of paradata helped clarify the experimental results and can serve as the basis for subsequent quantitative surveys. For example, although we explained to respondents that we never track their browsing behavior, a large number of answers to open-ended questions referred to concerns about tampering with the respondent’s computer, making clear that we had failed to reassure respondents on this point. Subsequent studies could test whether alternative reassuring messages are capable of reducing these concerns and increasing rates of participation. Recording and analyzing the responses given when respondents are asked for consent to linkage to administrative records (e.g., Sakshaug et al., 2012) or for physical or biomedical measurement (e.g., Sakshaug et al., 2010) could similarly help to identify and address reasons for non-compliance.

Examples also exist in other domains of the use of open-ended questions to aid in testing substantive or methodological hypotheses (our focus here being on the latter). For example, Yan, Curtin, and Jans (2010) used an open-ended question on income to measure trends in item nonresponse, which they hypothesized as being inversely related to trends in unit nonresponse. Mason, Carlson, and Tourangeau (1994) used an open-ended question to clarify the subtraction effect in answering part-whole questions. Tourangeau and colleagues (2014, 2016) used open-ended questions to understand the effect of using examples in survey questions.

### 2.5 Some Other Uses for Open-Ended Questions

In addition to those just discussed, we have found three other uses for open-ended questions. One relatively trivial use is as a check on the coding of the closed question that precedes the open-ended probe. In one particularly dramatic example drawn from our own research (Couper et al., 2008, 2010) we discovered, as a result of working with the open-ended responses, that the codes for answers to the question about willingness to participate had been reversed: Those who had said they would be willing to participate had been coded as if they would refuse, and vice
versa. Less dramatic examples occur more frequently: Someone who checks “9”, indicating great willingness to participate, then enters a response to the open-ended probe that indicates the reverse – for example, “I probably wouldn’t answer these kinds of questions in a face-to-face interview.” It is then possible to correct the response to the closed question or, if the correct coding is not obvious, omit it altogether. Though most of the time they may not be worth the extra effort required, such checks can help to uncover problems with the closed question preceding the probe, and if even small errors cannot be tolerated, the effort may well prove worthwhile.

Still another function of open-ended questions appears to be to permit respondents to give more socially undesirable answers to threatening questions. This function was already pointed out by Blair et al. (1977) with respect to reports about sensitive behaviors such as the amount of alcohol drunk and the frequency of sexual intercourse. Compared with closed questions, open-ended questions elicited reports of a greater average number of drinks and more frequent sexual behaviors, whereas reports about non-sensitive behaviors, such as participation in sports, were not affected by the form of the question. In a subsequent study Tourangeau and Smith (1996) found that “responses to open-ended questions generally fell between responses to the two closed versions,” one of which had response options emphasizing the low end of the sex partner distribution, the other emphasizing the high end. Dykema and Schaeffer (n.d.), reanalyzing the original study by Blair et al. plus additional experiments, concluded that “while closed questions result in higher reports of occurrence, the means among those engaging in the behaviors are usually greater with open questions.” They attribute the difference in means to three factors: the composition of the sample, which is affected by whether a filter question is used; more frequent reporting of high frequencies with open questions; and whether those who report never engaging in the behavior are included in the analysis. In fact, they find that “open questions produce higher estimates of means for nonthreatening as well as threatening behaviors, and do not always do so for threatening questions (p. 24).”

Our research appears to have uncovered another version of this effect on the reporting of socially undesirable feelings. In research exploring race of interviewer effects using real and virtual interviewers, Krysan and Couper (2003) found some cases where white respondents (for example) gave more negative responses to live interviewers than to virtual ones. In qualitative debriefings of respondents, some mentioned that talking to an interviewer gave them an opportunity to explain their choice of responses; in the virtual interviewer condition (as on the web; see Krysan & Couper, 2005), they could only pick one of the response options provided, without the opportunity to justify their choice. Building on this observation, Couper (2012) conducted a web-based experiment in the Netherlands, using a series of questions on attitudes towards immigrants. Half the respondents were given the closed-ended
items, while the other half were presented both the closed-ended responses and an open-ended text box in which they could (if they wished) offer an explanation for their choice of responses. Surprisingly, offering such an option was associated with significantly more positive views towards immigrants. One alternative explanation is that the added open question encourages deeper cognitive processing of the question (i.e., thinking of reasons for or against endorsing the statement), potentially leading to more moderate views. Clearly, this finding suggests more research is needed on the role that optional open questions may play in the response process.

It is common in web surveys to limit respondents to one of the available options. In paper surveys, no such restrictions can be made (see Couper, 2008), and it is not uncommon for respondents to avail themselves of the opportunity to add additional information. Similarly, in interviewer-administered surveys, respondents often qualify their answers, express uncertainty, and the like. Much of this information is ignored in the interviewer’s entry of the responses into the computer or in the keying of paper questionnaires. Automatic recording of the verbatim responses makes Schuman’s (1966) idea of the random probe much more feasible, both for substantive and for methodological purposes. Adding such probes in web surveys, as Behr and her colleagues (2012, 2013, 2014) have shown, is relatively easy. If responses to such follow-up questions are not required, this is unlikely to have a negative effect on survey response.

A final use of open-ended questions is the “anything else” question sometimes appended to a structured questionnaire or interview: “Is there anything else you would like to tell us?” or “Are there any other comments you would like to make?” This is a write-in with a large text box in self-completion surveys (whether paper or web), or an open-ended question where the interviewer is supposed to record the answer verbatim, in interviewer-administered surveys. Often such responses are ignored or – at best – briefly scanned for key concerns, but rarely systematically coded and analyzed. Such a question may help give voice to respondents and may in turn provide us with valuable information, provided we make use of the information contained in the responses. As Peter Lynn has suggested (personal communication), such questions could be used to determine whether their inclusion affects response rates or panel attrition, or whether they affect related matters, such as respondent satisfaction with the survey.

3 Technological Developments Facilitating the Use of Open-Ended Questions

We’ve already noted that recent technical developments are facilitating both the capture and analysis of open-ended responses. In paper-based surveys, interviewers were either expected to transcribe the respondent’s verbatim answers to open
questions, or to record them for later transcription, coding, and/or analysis. With the advent of computer-assisted interviewing, early concerns about requiring interviewers to type such responses into the computer proved to be largely unfounded (see, e.g., Bernard, 1989; Catlin & Ingram, 1988), but the introduction of CAPI may have served to accelerate the decline in the use of open-ended questions.

Field interviewers were often required to carry tape recorders to record entire interviews for quality control or methodological research purposes. Despite the intrusiveness of these devices, respondent consent rates to recording interviews were relatively high (see, e.g., Dykema et al., 1997; see also McGonagle et al., 2015). However, the equipment presented logistical difficulties for interviewers, both during and after the interview. Administrative effort was associated with labeling the cassettes and mailing them to a central office. Confidentiality concerns were raised regarding the handling and storage of the physical media. Analog cassette tapes also presented a big hurdle for coding and analysis. Coders had to search through the tapes to find the relevant sections, or be forced to listen to the entire interview. While the logistical and administrative procedures were somewhat less onerous in telephone surveys (e.g., larger keyboards made typing of open-ended responses easier, centralization facilitated the handling of recording equipment and cassettes), analysis of the responses or coding of the recordings remained a burdensome activity, and one that was hard to do selectively.

The development of digital recording devices made the capture of open-ended responses – and indeed the verbatim responses to all questions in the survey – much easier. Almost all laptop or tablet computers have the built-in capability for digital recording, obviating the need to carry additional equipment. Further, such recording can easily be integrated into the computer assisted interviewing (CAI) software (e.g., Thissen et al., 2013). Indeed, this tool, now known as computer-assisted recorded interviewing (CARI; see Arceneaux, 2007; Hicks et al., 2010; Thissen, 2014; Thissen et al., 2013) is a standard feature of some CAI systems. This brings several benefits for capture: 1) no need for additional equipment (although some laptop microphones are not ideal for recording both interviewers and respondents; see Hansen et al., 2005); 2) the consent process can be automated as part of the survey instrument (recording is automatically activated upon consent); 3) selected parts of the survey (sections or individual items) can be recorded; 4) sound files can be encrypted and transmitted to the central office as part of the regular send/receive activities; and 5) sound files can be easily identified (e.g., by sample ID and question number), facilitating the task of finding particular questions to listen to, transcribe and/or code. Although much of the work using CARI has focused on evaluating interviewer performance, we believe the tool also has great promise for revealing what respondents are saying – and how they are saying it, in response to both to open-ended and (ostensibly) closed-ended questions.
In similar fashion, the increased use of web surveys (relative to paper) makes the task of capturing typed responses to open-ended questions easier and more amenable to analysis. While adding such questions to web surveys may increase the perceived burden on respondents, making such questions optional may reduce this effect. Further, using randomization (as envisioned by Schuman, 1966) could further mitigate any negative consequences. Giving respondents an option to voice their own opinions may even have positive consequences, although this is largely untested (as we discuss elsewhere). Analysis of these responses from web surveys is facilitated by the fact that they are already in digital form.

Turning to analysis, a number of recent developments have made the analysis of open-ended data a much more tractable task. Specifically, recent improvements to several software packages for qualitative analysis make them more useful for the analysis of responses to open-ended questions (see Hughes, 2011). Further information on developments in the area of computer assisted qualitative data analysis (CAQDAS) can be found at the website http://www.surrey.ac.uk/sociology/research/researchcentres/caqdas/support/analysingsurvey/.

While not replacing the role of the researcher in developing and identifying themes for coding, these packages facilitate the task of coding itself.

The rapid development of software tools to facilitate the coding and analysis of textual materials in social media – whether through text mining or text analytics or more straightforward sentiment analysis – is expanding the opportunity for researchers to make use of fully-automated or semi-automated processes for coding of open text (see, e.g., Shonlau & Couper, 2016; Klochikhin & Boyd-Graber, 2017). Generic text analytic software, such as the natural language toolkit for Python (www.nltk.org; see also Bird et al., 2009) further facilitates the task of analysis. While these tools have not yet been widely embraced by survey researchers, and further exploration and evaluation is needed, they offer great promise for making the analysis of open-ended question less costly and time-consuming.

Another area of promising development lies in software to convert recorded speech to text. While such speech recognition software might not be ready for the task of converting large numbers of short segments to text (most systems require extensive training to improve recognition for a single user), they can potentially assist in substantially reducing the burden of manual transcription that is necessary for computer-assisted analysis of qualitative data. Recent advances in speech recognition, along with the development of powerful software tools to facilitate coding of text, promise to change the cost and effort equation for dealing with responses to open-ended questions.
4 Discussion

Instead of simply forcing respondents to agree (or otherwise) with the statements we proffer, or pick one of the responses we provide, we can give them an opportunity to tell us what’s on their mind with respect to the topic under discussion – whether by offering an explicit open-ended question or by capturing everything they say during the interview. Wenemark (2010) suggests that this may empower and motivate respondents, and O’Cathain and Thomas (2004) go further in suggesting that open questions may help redress the power imbalance between researchers and respondents. However, this in turn obliges us to listen to what they say or read what they write.

We live in the digital age, where textual responses are readily analyzable using powerful text-analytic software, and where digital recordings of oral responses are increasingly amenable to automatic transcription. The cost of capturing this additional information has been dramatically reduced, and the ease with which it can be coded and analyzed has greatly increased. Yet we still seem to be operating as if paying attention to what respondents say – and the way they say it – is too costly and time-consuming for quantitative study.

The primary barriers to including open-ended responses in questionnaires or capturing verbatim responses relate to 1) concerns about lengthening the interview, 2) the risk of digression, 3) relying on interviewers faithfully recording the information, and 4) the cost of transcribing, coding and analyzing the resulting data. We address each of these objections briefly in turn.

The first two concerns are related. By encouraging respondents to provide open-ended responses, it is believed that interview length is increased and that “bad” respondent behavior is encouraged. Similarly, if interviewers are seen writing down everything that respondents say, this may encourage digression. While legitimate, these concerns are often taken to the extreme, leading to an avoidance of any open questions. By capturing responses unobtrusively, we reduce the risk of digression, and need to rely less on interviewers to record the responses as accurately as possible. Having interviewers paraphrase the respondents’ answers to open-ended questions may still be valuable, but this could easily be supplemented with the actual words used by the respondents. Giving respondents an opportunity to voice their own views in their own words on key topics covered in the survey may well increase respondent engagement in the interview. This may be especially valuable in panel surveys, where cooperation in later waves is an important consideration.

The costs of processing and analyzing the open-ended responses remain a key concern. Recent software developments have made this a less-onerous undertaking, but it still requires effort. However, with digital recording, analysis can be done selectively, focusing on key questions identified prior to the start of data collec-
tion (e.g., those subject to random probes) or identified during data collection (e.g., by using paradata analysis of keystrokes to identify potentially problematic items). Further, selected subsets of interviews can be analyzed, potentially focusing on key subgroups of interest, such as those who provided a particular type of response or those who gave an indication of having difficulty with the question (again, as revealed through paradata; see Couper et al., 1997; Couper & Kreuter, 2011). In other words, technology has made it much easier to identify selected segments of an interview, and to identify subsets of interviews, questions, or respondents for more intensive analysis, reducing the effort and expense of such work.

As we have said earlier, we are not advocating a return to the days of unstructured interviews. Rather, we are arguing for the judicious use of open-ended questions to support the methodological goals outlined earlier. The verbatim responses we get to closed-ended questions, long ignored by survey researchers, may open up whole new areas of important methodological inquiry, providing valuable insights into the meaning and quality of the information respondents are providing as well as their motivation (or lack of it) for doing so.

We believe that the time has come to give greater voice to respondents in standardized surveys – to give them an opportunity, within the constraints of a structured interview, to express their views on the topics addressed in the survey in their own words. This is relevant to both interviewer-administered and self-administered surveys. Opening up the standardized survey in this way can be of benefit both to respondents (giving them a greater sense of engagement in the interaction) and to researchers (giving us more richly textured data on the topics we are studying and providing methodological insights into the process itself). Technological developments have facilitated this change, but inertia has inhibited us from using them to achieve these goals.
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Melanie Revilla
RECSM-Universitat Pompeu Fabra

Abstract
Survey designers often ask about the best length for their questionnaires and the best format for their questions. Much research has already addressed these issues. However, the answers to these questions may vary with the population of interest, the mode of data collection used, and other factors.

The goal of this paper is twofold:
1. To give an overview of the present situation in opt-in online panels, in terms of survey characteristics, participation, and evaluation, by reviewing 186 surveys managed by the panel company Netquest in Spain in 2016. This will be useful to determine areas where further research needs to focus.
2. To study how key characteristics of questionnaires impact survey evaluation and levels of survey break-off. This will allow us to highlight the characteristics that best reduce break-off and improve respondents’ survey evaluation.

Based on these results, we will propose practical recommendations for future survey design within the framework of opt-in online panels.

Keywords: opt-in online panels, questionnaire characteristics, participation, survey evaluation, mobile devices
1 Introduction

Research is increasingly relying on survey data, and thus on individuals’ willingness to participate in surveys and provide quality responses. Designing and implementing a survey requires numerous decisions, all of which may affect respondents’ willingness to participate in a given survey or accept future invitations, as well as the overall quality of the data obtained. In order to achieve high participation and high overall data quality, when designing new surveys, frequent questions include: What is the advised length of a questionnaire? How should questions be formatted? What can be done to limit break-off?

The goal of this paper is twofold:

1. By reviewing 186 surveys run by the panel company Netquest in Spain in 2016, the paper aims to provide an overview of the current situation in opt-in online panels, in terms of: survey characteristics (e.g., target populations, quotas, survey content, including topic, question formats, estimated survey length, and incentives), participation (i.e. the number of panelists invited, the number that began the survey, and the numbers that screened out, broke off, or completed the entire survey), and evaluation of the survey itself (each survey included a final question allowing respondents to evaluate the survey they just finished, on a scale from “1-survey very badly done” to “5-survey very well done”).

As Netquest provides data to all kinds of clients, agencies and researchers, we expect this overview to allow us to identify which target populations, survey topics, and question formats are most commonly used over a large range of research. This can be useful for at least two reasons: first, it helps us determine areas where further research is needed; second, it helps us identify areas where there are large disparities between the knowledge found in literature and what is done in practice. For instance, if the literature provides clear evidence that a specific question format performs worse than another, but we observe that the less efficient format is used more often in practice, we know where to channel our efforts when transferring knowledge from the academic world to the real practice of online surveying.
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This overview also presents the overall level of participation and break-off, as well as respondents’ average evaluation of surveys. These aspects may be more specific to the panel studied, as practical decisions concerning incentives or whether to announce survey length could affect these variables.

2. The paper also studies how break-off levels and survey evaluation are related to key characteristics of the questionnaires: topic, question type, and estimated survey length.

This second part seeks to identify whether survey-design decisions affect the break-off rate and participants’ evaluation of the survey, and, if so, which decisions matter more. There is a tremendous unmet demand from online opt-in panels for survey-design guidelines. Based on our results, we will make some practical recommendations for future survey design within the framework of opt-in online panels.

The remainder of this paper is organized as follows: Section 2 offers background information, Section 3 provides information about the methodology, data and analyses conducted, Section 4 presents the main results, and Section 5 concludes.

2 Background

Much research has been done on survey characteristics, and it has chiefly focused on the effects of the topic, question format, survey length, and incentives on survey participation (mainly in terms of response rates) and on other aspects of data quality, such as break-off rates and survey evaluation (see Schuman & Presser, 1981; Sudman & Bradburn, 1982; Oppenheim, 1992; Tourangeau, Rips, & Rasinski, 2000; Brace, 2004; Saris & Gallhofer, 2014).

Most of these studies investigated face-to-face, telephone or postal mail surveys. However, in the past 15 to 20 years, web surveys have gained increasing traction. This new data collection mode differs at several levels from more traditional modes (de Leeuw, 2005): for instance, web surveys are computer-assisted and self-completed, and the stimulus is usually visual. Because it is easier to close a tab than to ask an interviewer to leave your home half-way through the questionnaire, it is expected that more respondents will break off online than during face-to-face surveys. Besides, with web surveys, respondents cannot turn to the interviewer if they have difficulty understanding or experience technical problems (e.g., if the webpage does not load). Thus, question layout and formulation could be even more important than in a face-to-face survey. In addition, different recommendations were needed about how to design these web surveys. This generated a lot of new research (e.g., Couper, 2000; Couper, Traugott, & Lamias, 2001; Dillman, 2000; Dillman & Bowker, 2001; Lozar Manfreda, Batagelj, & Vehovar, 2002; Marcus,
et al., 2007; Couper, 2008; Galesic & Bosnjak, 2009; Bethlehem & Biffignandi, 2011; Tourangeau, Conrad, & Couper, 2013), from which lists of recommendations have been extracted: see, for instance, Parsons’ paper (2007) on web survey best practices.

Nevertheless, as Couper and Miller (2008) have pointed out, web surveys can be extremely different, and what applies in one case does not necessarily hold in another. One crucial distinction, in particular when studying survey participation, is the difference between one-time surveys and surveys done within the framework of online panels, in which the same group of people who agreed to participate in surveys are regularly contacted by the same online panel company to complete questionnaires, usually in exchange for money or gifts, as this helps increase collaboration (Göritz, 2006). By nature, panels need to retain respondents. Consequently, survey experience is more important for panels, as it can affect future participation. Cape (2012, p.6) stresses the need to find better ways to motivate online panelists, and recommends moving them toward “intrinsic motivation” to keep them active: “[Online panel companies] have a finite resource, which costs money to build and develop, and the industry as a whole is forcing down revenues per interview. The more we can do to motivate our panelists, the easier they will be to recruit and retain.”

In addition, within online panels, it is important to differentiate between probability-based panels and opt-in or access panels (Callegaro, Lozar Manfreda, & Vehovar, 2015, chapter 5.2.). In probability-based panels, a random sample is drawn from the population and the selected units are contacted and invited to participate in the panel. Units who do not have Internet access are usually provided with it. On the other hand, in opt-in or access panels, individuals volunteer to participate. If they do not have Internet access, they cannot be part of the panel. This raises the issues of how representative for the target population different online panels truly are, and of how to deal with samples whose panelist profile may differ from that of the target population (e.g., using weighing; Callegaro, Lozar Manfreda, & Vehovar, 2015, 5.2), in terms not just of socio-demographics, but also of attitudinal variables. Because people volunteer to participate in opt-in panels, there is also a risk of professional respondents, that is respondents who frequently participate in surveys and are mainly doing so for incentives (Mathijsse, de Leeuw, & Hox, 2015). This could affect data quality in a number of ways (e.g., if these respondents are speeding through the questionnaire; see, e.g., Zhang & Conrad, 2014).

Probability-based and opt-in panels usually differ in several additional respects, including: a) the frequency of contact with panelists (more frequent in opt-in panels), b) panel management (sending similar surveys to all panelists versus sending completely different surveys to subgroups of panelists depending on their profile), c) the kind of survey sent (mainly academic versus mainly commercial), d) their goals (to represent the general population or to cover very specific target pop-
ulations needed by the client), etc. On the one hand, all this suggests that different recommendations might be needed for these opt-in panels. On the other hand, in the last few decades, this form of collecting web survey data has become common, in particular in market research, but also in other areas, such as social and political science. According to the AAPOR Standards Committee (2010), the majority of online research is based on non-probability panels. Thus, we believe that they require special attention.

Nevertheless, the opt-in online panels have not been studied much yet, although in a few cases methodological research is moving in that direction. For instance, Stenbjerre and Laugesen (2005) offer a summary of five years’ worth of lessons learned while working with the Zapera online access panels in the Nordic region (Denmark, Sweden, Norway, Finland and Estonia). They approach the issue from several different directions, including recruitment, participation and incentives. More recently, Cape and Phillips (2015) examined the effects of questionnaire length on data quality for an opt-in online panel. Two books (Callegaro et al., 2014; Callegaro, Lozar Manfreda, & Vehovar, 2015) that include several chapters focused on non-probability-based online panels were recently published; they cover issues such as panelists’ motivation for joining non-probability online panels, speeding, and professional respondents. These books include a summary of the results of the NOPVO study, the first large-scale commercial study to compare different non-probability panels in the Netherlands. This study a) made an inventory of all online panels in the Netherlands and b) compared the results across 19 online panels that conducted a similar survey (see also Vonk, Van Ossenbruggen, & Willems, 2006). Later, similar comparisons were conducted in the USA (Walker, Pettit, & Rubinson, 2009) and in Canada (Chan & Ambrose, 2011). All these studies revealed significant differences across online opt-in panels.

In addition, web surveys are increasingly completed on tablets and smartphones (Callegaro, 2010; De Bruijne & Wijnant, 2014; Revilla et al., 2016), which differ from traditional PCs in important ways: they are smaller, have touch-screens, are portable, etc. (Peytchev & Hill, 2010; Wells, Bailey, & Link, 2013). Thus, different recommendations may be needed when these mobile devices are used by at least some respondents.

In this paper, we focus on opt-in online panels, as these are increasingly common, differ from other means of collecting data on many levels, and have not yet received much academic attention. When available, our analyses also consider information on the devices panelists used to complete their surveys.
3 Methodology

3.1 Data: All Surveys Programmed by Netquest and Answered by Netquest Panelists in Spain Over a Period of About 6 Months

Our data comes from the Netquest online fieldwork company (www.netquest.com). Netquest has opt-in online panels in several countries since 2006. Netquest sends panelists survey invitations via email, using a list of individuals who have agreed to receive emails after answering a short satisfaction survey on a website belonging to one of the company’s many collaborators. For each survey completed, panelists are rewarded with points, based on the estimated length of the questionnaire. These points can be exchanged for gifts. The company has panels in 23 countries. In this study, we focus on Spain, where the current panel counts 117,001 active panelists.

Our first goal was to get a good overview of what is the current situation in the Netquest panel in Spain in terms of survey characteristics, participation, and evaluation. To do this, we considered all surveys implemented by Netquest in Spain for a period of about six months (from mid-February 2016 to beginning of August 2016). We were interested in surveys that (1) were programmed by Netquest, so that we could have access to all necessary information, and (2) were sent to Netquest panelists (not to external databases provided by clients). A total of 216 surveys corresponded to this target of interest. However, we excluded 30 surveys, because of different reasons:

- Two were sent to Netquest panelists but were completed by their children; thus, they studied a different population.
- One study wanted only 15 interviews; as this was really a special case, we preferred to discard it.
- In 27 surveys, metadata was not properly collected, so we could not access necessary information on survey evaluation, devices used, etc.

In the end, 186 surveys were included in the database that we created by coding the characteristics of each individual survey. Five surveys were missing information on some aspects of interest, but the absences were minimal, so we kept them.

3.2 Aspects considered for the overview

We were interested in different aspects of each survey.

First, who is the target population? Besides the text description of each target population, we coded the following aspects:
- General or specific target population. We counted the target as the “general population” even when age limits were defined if these ages were between 16 (or 18) and 65 (or more). We also counted surveys targeting the general Internet population as the “general population”. Thus, this is a quite broad definition of the “general population.”

- Populations including only one gender: Surveys targeting only men or only women.

- Populations including limits on age, besides the 16+ or 18+.

- More than one target populations: For instance, surveys asking for 500 male respondents from 25 to 50, and 500 respondents who used product X at least once a week.

- We also research quotas used (if any).

**Second, what are the questionnaires’ characteristics?** In this case, we used the questionnaires to determine the main topics of the surveys as well as the main question formats used:

- Grids (also called “battery”), in which several items are presented together in a matrix format. Many studies contrast grid questions with item-by-item formats (see Tourangeau, Conrad, & Couper 2013, p. 72-76 for a summary). Even if results from the literature are mixed, many practitioners argue against the use of grids (e.g., Poynter, 2001 or Dillman, Smyth, & Christian, 2009), in particular when there are smartphone respondents (Lorch & Mitchell, 2014).

- Open-ended questions, in which respondents have to type in text as an answer. While closed questions have the advantage of being easier to analyze (they do not need to be coded) and may require less effort from respondents, open questions allow more elaborate answers. However, there are concerns that these questions might not provide all the information expected, particularly when respondents use mobile devices (e.g., Lambert & Miller, 2015).

- Multiple-response questions, in which the respondents can/must select all options they want or all options that apply. The instructions do not always explicitly state that respondents must “check all that apply,” but there is no limit on the number of items the respondents can select. Previous research has usually recommended avoiding multiple-response questions and using “forced-choice” formats (e.g., asking to say yes or no for each item) instead (e.g., Smyth et al., 2006).

- Sliders, in which respondents have to position themselves on a sort of line. Again, results from previous research usually suggest that simpler alternative scales like radio buttons perform better (e.g., Funke, Reips, & Thomas, 2011).

- Dropdowns menus, in which respondents must click to make the menu appear and then select the most adequate option. Once more, there is some evidence against the use of drop-down menus (e.g., Healey, 2007).
• Ordering questions, in which respondents must rank different items from a list.
  Concerns have been raised about the measurement properties of ranking versus
  rating tasks (see, e.g., Ovadia, 2004).

We also coded if the questionnaires included some “agree/disagree” questions, that
is questions asking explicitly if respondents agree or disagree with certain state-
ments. Indeed, previous research suggests that this format creates a higher cogni-
tive burden (Fowler, 1995) and acquiescence bias (Krosnick, 1991), as well as lower
measurement quality (Saris et al., 2010).

Furthermore, we checked surveys to see if videos were present, as this can
lead to more technical problems (i.e., panelists having troubles to viewing videos,
in particular on smartphones).

We should note that, in general, in questionnaires programmed by Netquest,
respondents cannot continue to the next question without providing an answer to
the current question. Nevertheless, because of the presence of filter questions, all
respondents in a given survey do not always get the same questions. We considered
a format to be present if the highest proportion of respondents within a given survey
got at least one question in that format. Thus, if 80% of respondents did not get a
slider, and 20% did, we coded the survey as having “0 slider”.

Finally, in this section we also consider the estimated length of the survey,
which Netquest uses to determine the incentive respondents receive for each survey.
The question of whether an ideal questionnaire length exists was already discussed
in 1981 by Herzog and Bachman (p. 549). While some researchers “are convinced
that survey instruments have a maximum length beyond which there is an increas-
ing probability of premature termination, random responding, or other behavior
patterns which result in data of lower quality,” others “argue that a survey can be
quite long without serious loss of respondents or deterioration in the quality of the
responses.” These authors found a tendency of somewhat lower quality answers
toward the end of long questionnaires.

Third, what did respondents receive in exchange for their participation? Here,
we focus on the incentives participants received for completing the entire survey.
Incentives are in the form of points, which can be exchanged for gifts.

Fourth, what happened during the fieldwork? Panelists are invited to participate
in a given survey. In Netquest’s case, profiling information (i.e. information on
different aspects of the panelists’ lives, in particular behaviors and buying habits,
which the panel organization has already collected and stored) is used, when avail-
able, to invite individuals who are expected to fit the target population. Once they
receive the invitation, panelists can decide to start the survey (we will refer to this
case as “started”) or not. In the case of Netquest, panelists normally do not get any
information about the survey in the invitation, so the decision to participate cannot
be linked to the survey’s characteristics. Once a panelist starts the survey, different scenarios are possible:

- The panelist does not fit the population of interest or does not fit the set quotas (some quotas are already full). Thus he/she will be excluded from the survey and redirected to a profiling module. We refer to this case as “screened out.”
- The panelist decides by him/herself to abandon the survey. This can occur at any moment after the panelist has started. We refer to this as “break-off.”
- The panelist reaches the survey’s final question. We refer to this as “complete.”

We report the number of invitations, surveys started, panelists screened out, break-offs, and surveys completed across all surveys. From these numbers, we also calculated the following:

- Participation Rate = \( \frac{\text{number started}}{\text{number invited}} \times 100 \)
- Screen-out Rate = \( \frac{\text{number screened out}}{\text{number started}} \times 100 \)
- Break-off Rate = \( \frac{\text{number of break-offs}}{\text{number of completes} + \text{number of break-offs}} \times 100 \)

Furthermore, for the panelists who completed the whole survey, we also considered the type of device (PC, tablet or smartphone) they used and the number of sessions in which they completed the survey (recorded automatically).

Fifth, what was the average evaluation of each survey? At the end of each survey, we added a question asking respondents to evaluate the survey, from (1) very badly done to (5) very well done. We considered the average across all respondents (PC, tablet, and smartphone) in each survey, as well as the average for PC-only and Smartphone-only respondents. We did not consider tablets separately, as they were used in a low number of cases.

### 3.3 How the Break-off Rate and Survey Evaluation Relate to key Questionnaire Characteristics

After our overview, we examined the relationships between some of the aspects considered. We do not study the decision to start the survey, as this is cannot be related to survey characteristics (no information is provided before the survey starts), nor did we study the screen-out rate, as this depends on the population of interest and the quotas required. On the contrary, the break-off rate is determined by panelists’ decisions, and can be affected by survey characteristics such as the topic, the question format, and the estimated length. Galesic (2006) found that break-off is related to low interest (which can be linked to the topic) and higher reported burden (which can be linked to question format). Yan et al. (2010) consider the link between break-off and the interaction among the task duration announced, the real number of questions, and the presence of a progress indicator. In the book
by Tourangeau, Conrad, and Couper (2013), chapter 3.6 is dedicated to the “Factors Affecting Break-offs in Web Surveys”. However, most of this research is not primarily or not at all focused on the case of online opt-in panels.

We also consider the impact of survey characteristics on respondents’ evaluation of the survey. Indeed, if respondents do not like the survey, they may abandon it. In addition, if they do complete it, their satisfaction with the survey experience is expected to be lower. In this case, we expect both their probability of accepting their next survey invitation and the quality of their answers in the current survey to be reduced. This idea is supported by Cape and Phillips (2015), who found that longer surveys in an online opt-in panel do not lead to increased break-off rates, but are correlated with people speeding up during the survey, with higher satisficing, and thus lower data quality. Therefore, it is also important to study respondents’ opinions of the survey.

We should note, however, that if the survey evaluation can be determined by the general characteristics of the survey, the break-off rate can only be affected by the characteristics of the questions prior to the break-off point. Nevertheless, we are not able to take this into account in our analyses, as we only possess information aggregated at the survey level. This is a key limit to these analyses. We are also limited by the fact that we possess information about the survey evaluation from the panelists who finished the survey, but not from those who did break off or were screened out.

4 Main Results

4.1 Overview of the Current Situation in an Online Opt-in Panel

4.1.1 What is the Target Population for these Surveys?

First, we looked at the target population of the 186 surveys in our database. Table 1 presents a few examples of target population definitions. Table 2 gives the proportions of surveys that: have the general population as their target population; are limited to one gender; have age limits besides 16+ or 18+; and have more than one target of interest.

The examples in Table 1 give an idea of how specific the target populations can be in surveys run in online opt-in panels such as Netquest. It also shows how problematic getting a representative sample of such populations can be. For instance, individuals who need orthodontic work may not be aware of that fact. These hypothetical people would answer that they do not need an orthodontist, and could be screened out of surveys trying to target them. How can researchers
acquire a sample of a population based on survey responses if respondents themselves do not know that they are part of the target population?

As we can see in Table 2, only 13.4% of surveys are interested in the general population, even very broadly defined (accepting age limits from 16 or 18 through 65 or older, and accepting the general Internet population). Furthermore, 15.0% of surveys are interested in only men or only women. 52.1% limit the population of interest to some age groups, besides the 16+ or 18+ limit. 68.8% of surveys explicitly include a minimum age limit that spans from 8 to 55 years old. This limit is between 18 and 25 in 72.7% of cases. Besides, 47.8% of surveys include a maximum age limit that spans from 21 to 75 years old. The maximum age is 65 or older in 47.2% of cases. All this indicates that most surveys in the opt-in panel studied target population.

**Table 1** Population of interest: a few examples

<table>
<thead>
<tr>
<th>Definition of target population</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Men and women from 25-50 years old who play sports at least twice a week with an intensity of</td>
</tr>
<tr>
<td>one hour of athletic activity and who bought detergent in the last two months.</td>
</tr>
<tr>
<td>• Population that has suffered from or is suffering from gout.</td>
</tr>
<tr>
<td>• 30-65 year-olds who consume oat, almond or rice drinks.</td>
</tr>
<tr>
<td>• Women from 25 to 45 years old who have dyed their hair blond in the last year.</td>
</tr>
<tr>
<td>• 18-50 year-olds who have bought rum in a supermarket of the brand of interest.</td>
</tr>
<tr>
<td>• Individuals between ages 25 and 65 who have cholesterol problems and consume cocoa powder.</td>
</tr>
<tr>
<td>• People who need orthodontic treatment but are not receiving it.</td>
</tr>
<tr>
<td>• Individuals who have drunk whiskey in the last three months, 25% of the brand of interest,</td>
</tr>
<tr>
<td>75% not against this brand.</td>
</tr>
</tbody>
</table>

**Table 2** Population of interest: Proportion of surveys (of the 186 studied) with certain characteristics

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target population is the general population*</td>
<td>13.4</td>
</tr>
<tr>
<td>Target limited to only one gender</td>
<td>15.0</td>
</tr>
<tr>
<td>Target limited to some age group(s) (besides the</td>
<td>52.1</td>
</tr>
<tr>
<td>16+ or 18+)</td>
<td></td>
</tr>
<tr>
<td>More than one target of interest (within the same</td>
<td>19.3</td>
</tr>
<tr>
<td>study)</td>
<td></td>
</tr>
</tbody>
</table>

* We count individuals between ages 16 (or 18) and 65 (or older) as the general population. For our purposes, the general Internet population is counted as the general population too.
very specific populations. In addition, 19.3% of the surveys define more than one target population, complicating matters even further.

Finally, most surveys also define some quotas. The goal of these quotas is usually to guarantee that the sample will be similar to the target population with respect to certain predefined variables. However, as we have just seen, target populations are often very specific. Most of the time, this means that we do not know the composition of the target population in terms of the main socio-demographics variables usually used as quotas. For instance, what is the gender or age distribution of the population of “people who need orthodontic treatment but are not receiving it”? In some cases, researchers have some ideas based on previous research. In others, quotas are used to make the sample similar to the Internet population or the whole panel, even if this does not correspond to the population of interest. It is therefore unclear the extent to which quotas are truly useful in improving the representativeness of the sample as it relates to the target population. Still, quotas were used in 95.2% of our 186 surveys. Table 3 shows the five most used quotas, with the proportions of surveys using each of them.

The most used quota is gender (78.5%), followed by age (72.6%) and geographical area (52.7%). Then come level of urbanization and social class, though their proportions are much smaller (8.7% and 7.6%, respectively). Variables such as having children, education or occupation are used in less than 3% of the surveys. We should note that these results may be strongly related to the country studied. For instance, in Latin American countries, the proportions of surveys that use quotas for social class in the Netquest panels is much higher, as habit differences across social classes are usually larger in Latin America.

Table 3  The five most used quotas

<table>
<thead>
<tr>
<th>Quotas on ...</th>
<th>Proportions of the surveys using these quotas (in%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>... Gender</td>
<td>78.5</td>
</tr>
<tr>
<td>... Age</td>
<td>72.6</td>
</tr>
<tr>
<td>... Geographical area</td>
<td>52.7</td>
</tr>
<tr>
<td>... Level of urbanization</td>
<td>8.7</td>
</tr>
<tr>
<td>... Social class</td>
<td>7.6</td>
</tr>
</tbody>
</table>

Note: For gender, N=158 because a quota is only possible when the population of interest includes both genders. For the others, N=186 (even for age, since even when the population is limited for some age groups, there are often still quotas within the rank of ages allowed)
4.1.2 What are the Characteristics of the Questionnaires?

After considering these surveys’ targets, we researched the questionnaires’ characteristics, in terms of topics, question formats and estimated length.

Survey topic. Table 4 presents the proportions of surveys dealing with various topics.

Up to 29.0% of surveys studied concern food or beverages. This is by far the most common topic. Surveys on society or politics come in second at 14.0%, whereas 11.8% of the surveys are about health, 8.6% are about insurance or banks, and 7.5% are about media, the Internet or new technologies. 71.0% of the surveys fit into one of these five categories. Some of the topics were more concrete and did not require prior knowledge (e.g., food) whereas others were more abstract and could have been affected by the respondents’ level of knowledge on the topic (e.g., politics).

Question formats. Table 5 shows the proportions of surveys that made use of different question formats, from most to least common.

83.9% of the surveys include at least one multiple-response question, in which the respondents can/must select all the options they want/that apply. 76.3% of the surveys include at least one grid. Although some earlier research recommends avoiding multiple-response questions and grids (cf. Section 3.2), our study suggests that both are still very present. This is also true, in a lower proportion, for agree/disagree questions, which are present in 39.2% of the surveys. Three more formats are found quite frequently: open-response questions asking for a text answer (35.5% of the surveys), ordering questions (23.1%), and drop-down menus (18.3%). Again, this is the case despite evidence against these formats in academic literature. However, in the last case, further analyses would be needed to identify exactly which questions were asked using drop-down menus; in most cases it may only be a question on the province where the respondents live. Finally, videos are present in 7.5% of the surveys and sliders in only 2.7%. It is interesting to see that although web

<table>
<thead>
<tr>
<th>Main topics</th>
<th>Proportions of the surveys within this topic (in%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Food / Beverages</td>
<td>29.0</td>
</tr>
<tr>
<td>Society / Politics</td>
<td>14.0</td>
</tr>
<tr>
<td>Health</td>
<td>11.8</td>
</tr>
<tr>
<td>Insurance / Bank</td>
<td>8.6</td>
</tr>
<tr>
<td>Media / Internet / New Technologies</td>
<td>7.5</td>
</tr>
<tr>
<td>Others</td>
<td>29.1</td>
</tr>
</tbody>
</table>
surveys may allow these new features, they are not used much in practice in a panel like Netquest.

This overview shows that there is a clear gap between the academic guidelines on which question formats are best and which are actually used in online opt-in panel surveys. This suggests that the link between academic findings and their application in the practice of web survey administration must be improved. This overview also provides an indication of where further research could be useful, in order to study question formats that are often used in practice: for instance, even if forced-choice questions are recommended (Smyth et al. 2006; Revilla, 2015), more research about the evaluation of the quality of multiple-response questions could be useful, as this format continues to be used often.

**Estimated survey length.** In web surveys, completion time can vary greatly from respondent to respondent. Indeed, length depends on the rate at which respondents can read, process information, and answer questions; on the device used and the respondent’s familiarity with the device, the speed of the Internet connection, the presence or frequency of interruptions, whether the respondent is multi-tasking or not, and so on. It also depends on the presence of filter questions. The estimated survey length (in minutes) can actually be very different from a given respondent’s actual completion time. Thus, the estimated survey length gives more of an idea of the estimated complexity of the survey itself than of the experience of a given respondent. For this reason, we examine estimated survey length in this subsection on questionnaires’ characteristics. Table 6 displays the minimum, maximum, average and median estimated survey length across all 186 surveys studied, as well as the proportions of surveys of different lengths.

Across all 186 surveys, the shortest had an estimated length of one minute, whereas the longest had an estimated length of 40 minutes. The average was 12

---

**Table 5** Proportions of surveys including different questions formats

<table>
<thead>
<tr>
<th>Question Format</th>
<th>Proportion (in %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiple-response question</td>
<td>83.9</td>
</tr>
<tr>
<td>Grid</td>
<td>76.3</td>
</tr>
<tr>
<td>Agree/Disagree question</td>
<td>39.2</td>
</tr>
<tr>
<td>Open-text question</td>
<td>35.5</td>
</tr>
<tr>
<td>Ordering question</td>
<td>23.1</td>
</tr>
<tr>
<td>Drop-down menu</td>
<td>18.3</td>
</tr>
<tr>
<td>Video</td>
<td>7.5</td>
</tr>
<tr>
<td>Slider</td>
<td>2.7</td>
</tr>
</tbody>
</table>

---
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minutes and the median was 10 minutes. This is much shorter than the average length across the surveys studied by Cape and Phillips (2015), which is 23 minutes in 2015. Cape and Phillips (2015) mention that the average adult attention span is around 20 minutes, and that 20 minutes is often considered the maximum questionnaire length for web surveys. This rule of thumb is actually used commonly.\(^2\) In our study, 82.2% of surveys’ have an estimated length of below 20 minutes, and only 7% have an estimated length of 25 minutes or more. Overall, the surveys in the panel we studied are quite short. We should mention, however, that the estimated length of the surveys programmed by Netquest (our focus here) is normally shorter than the estimated length of surveys sent to Netquest panelists but programmed directly by Netquest’s clients. Thus, the average length would be slightly higher if we considered all surveys sent to Netquest panelists.

4.1.3 What did Respondents Get in Exchange for their Participation?

In general, the number of points respondents receive as an incentive corresponds to the estimated length in minutes, plus two. However, if the survey’s estimated length is greater than 25 minutes, the incentive is increased further. Additional points are also sometimes awarded if a survey has specific requirements, such as two-wave surveys in which the researcher wants panelists to participate twice. Consequently, the correlation between estimated length and incentivization is very high, but

\(^2\) We found this rule discussed in many posts online, although some posts also discuss the pertinence of such a rule of thumb. See, for instance: http://blog.questionmark.com/how-many-questions-should-you-have-in-a-web-survey or http://researchaccess.com/2013/12/survey-length/.

<table>
<thead>
<tr>
<th>Table 6 Estimated length of the surveys in minutes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum across all surveys</td>
</tr>
<tr>
<td>Maximum across all surveys</td>
</tr>
<tr>
<td>Average for all surveys</td>
</tr>
<tr>
<td>Median for all surveys</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
lower than one (around .95). Table 7 gives more information about the incentives received, in points.

Incentives span from four to 58 points, with an average of 14 and a median of 12. The highest proportion of surveys (38.7%) has an incentive between 10 and 14 points. To give some orientation on these points’ value, we could mention that, for example, a panelist can acquire an e-book for 20 points, an online film for 40 points, a movie theater ticket for 120 points, or an eight gigabyte pen drive for 165 points.

### 4.1.4 What Happens During the Fieldwork? From Invitation to Completion

**The participation process.** Once the target population, questionnaire characteristics, and incentives are defined, panelists are invited to participate in the survey. In Netquest, profiling information is used to invite those panelists who are most likely to fit the target population. When these target populations are very specific, many panelists may need to be invited so that the study ultimately has enough respondents who fit the desired profile. In addition, most surveys use quotas: if the quotas are full, participants may be excluded. Finally, respondents might decide to abandon the survey, because they are experiencing some problems, because they do not like it, or simply because they have other things to do and forget to return to the survey. Table 8 provides further information on each step of the process, from invitation through completion. It also gives information about the participation, screen-out and break-off rates.

Table 8 shows major differences across surveys. The minimum number of invitations is 220, the maximum is 28,062, and the median is 2,239. Of the panelists invited, a minimum of 164 started, with a maximum of 18,019 and a median of

<table>
<thead>
<tr>
<th>Table 7</th>
<th>Incentives received (in number of points)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Proportions (in %) of surveys with incentives of...</td>
</tr>
<tr>
<td>Minimum across all surveys</td>
<td>4 points</td>
</tr>
<tr>
<td>Maximum across all surveys</td>
<td>58 points</td>
</tr>
<tr>
<td>Average for all surveys</td>
<td>14 points</td>
</tr>
<tr>
<td>Median for all surveys</td>
<td>12 points</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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1,450. Then, 1 to 14,291 panelists were screened out, with a median of 466, and 2 to 2,261 break-offs, with a median of 49. In the end, 90 to 5,015 completed the full survey, with a median of 602.

The participation rate spans from 37.3% to 90.7%, with a median of 64.5%. Cross-survey differences are even more pronounced when considering the screen-out rate, which spans from 0.1% to 90.8%. This is related to the specificity of the target populations and to the profiling information available during sample selection. Overall, the median screen-out rate is high (39.4%) even if the company uses profiling information. This is an important problem for a fieldwork company because: a) it can affect the panelist’s satisfaction and willingness to continue participating in the panel; indeed, it can be frustrating to discover you have been screened out; b) if panelists are rerouted to a profiling module, as they are in Netquest surveys, then the company must award them points even though they are screened out of the initial survey, resulting in a significant increase in costs; c) it is preferable not to send too many invitations to the same panelists; for instance, using opt-in panels data in the Nordic region, Stenbjerre and Laugesen (2005) found that six to 12 invitations per year is the frequency that leads to the best participation levels. However, if many panelists are screened out, more invitations must be sent to achieve a similar final number of completes. This can lead to panel overuse.

Table 8  
Survey participation: from invitation to completion

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Average</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number invited</td>
<td>182</td>
<td>220</td>
<td>28,062</td>
<td>3,437</td>
<td>2,239</td>
</tr>
<tr>
<td>Number started</td>
<td>182</td>
<td>164</td>
<td>18,019</td>
<td>2,131</td>
<td>1,450</td>
</tr>
<tr>
<td>Number screened out</td>
<td>185</td>
<td>1</td>
<td>14,291</td>
<td>1,105</td>
<td>466</td>
</tr>
<tr>
<td>Number of break-offs</td>
<td>185</td>
<td>2</td>
<td>2,261</td>
<td>131</td>
<td>49</td>
</tr>
<tr>
<td>Number of completes</td>
<td>186</td>
<td>90</td>
<td>5,015</td>
<td>875</td>
<td>602</td>
</tr>
<tr>
<td>Participation rate:</td>
<td>182</td>
<td>37.3</td>
<td>90.7</td>
<td>63.4</td>
<td>64.5</td>
</tr>
<tr>
<td>Screen-out rate:</td>
<td>181</td>
<td>0.1</td>
<td>90.8</td>
<td>43.6</td>
<td>39.4</td>
</tr>
<tr>
<td>Break-off rate:</td>
<td>185</td>
<td>1.1</td>
<td>62.1*</td>
<td>11.8*</td>
<td>6.7</td>
</tr>
</tbody>
</table>

Note: * These numbers are obtained excluding one special case: a survey where a product is sent to panelists’ residences for testing. If we would include this survey, the maximum would be 88.9%, the average would be 12.2%, and the median 6.7%.
Finally, the break-off rate is low across the board, with a median of 6.7% and an average of 11.8% (excluding one survey where a product is sent to panelists’ residences for testing). This is lower than the averages reported in many other studies: 30% for “general invitation surveys” and 15% for “individually targeted web surveys” (Galesic, 2006, p. 313). However, here again, there are huge variations across surveys (from 1.1% to 62.1%). We will try to explain these differences in Section 4.2 by examining the relationships between this break-off rate and various survey characteristics.

**Number of sessions.** Panelists can complete the questionnaire all at once or in several sessions, that is stopping and coming back later to continue. For respondents who completed the entire questionnaire (“completes”), the average number of sessions per survey is generally quite close to 1 (with a 1.2 average and a 1.1 median across all surveys), though it varies across surveys, from 1.0 to 2.9.

**Participation devices.** For the “completes,” we also had information on the type of device used to answer the survey. If respondents completed the survey in more than one session, we have information on only the device used in the first session. Table 9 gives the minimum, maximum, average and median proportions of PCs, tablets and smartphones used to participate across the 186 surveys.

Overall, PCs are still the main device of completion, but smartphone participation is not negligible. On average, across all surveys, 68.8% of panelists used a PC, 5.9% used a tablet and 25.2% used a smartphone. Again, there are large differences between surveys: some still have no mobile participation at all, whereas others have up to 39.7% tablet participation and 52.7% smartphone participation. It should be clear that surveys with no mobile participation at all are surveys in

<table>
<thead>
<tr>
<th>Device</th>
<th>Minimum across all surveys</th>
<th>Maximum across all surveys</th>
<th>Average for all surveys</th>
<th>Median for all surveys</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC</td>
<td>40.9</td>
<td>100.0</td>
<td>68.8</td>
<td>67.4</td>
</tr>
<tr>
<td>Tablet</td>
<td>0</td>
<td>39.7</td>
<td>5.9</td>
<td>6.2</td>
</tr>
<tr>
<td>Smartphone</td>
<td>0</td>
<td>52.7</td>
<td>25.2</td>
<td>25.5</td>
</tr>
</tbody>
</table>
which mobile devices were not allowed; if mobile devices were always allowed, their usage rate would be higher.

### 4.1.5 Evaluation of the Survey

The last step in this overview is to examine how respondents evaluated the surveys they took. Respondents who completed the entire survey were prompted to answer a final question: “Finally, what did you think about this survey? Select from 1 to 5 stars to indicate if you think the survey was (1) very badly done to (5) very well done.” In this case, we also had information that allowed us to look at the evaluation for PC respondents only and for smartphone respondents only. We did not consider tablets only, because of the low rate of tablet usage. Table 10 reports the results across the 186 surveys.

The survey evaluations overall are quite positive: the median across the 186 surveys is 4.1 on a scale from 1 to 5. Moreover, variation across surveys is small, with a minimum of 3.2 and a maximum of 4.5. The results are similar when considering only PC and only smartphone respondents.

<table>
<thead>
<tr>
<th></th>
<th>Minimum across all surveys</th>
<th>Maximum across all surveys</th>
<th>Average for all surveys</th>
<th>Median for all surveys</th>
</tr>
</thead>
<tbody>
<tr>
<td>All completes</td>
<td>3.2</td>
<td>4.5</td>
<td>4.0</td>
<td>4.1</td>
</tr>
<tr>
<td>PC respondents</td>
<td>3.3</td>
<td>4.6</td>
<td>4.1</td>
<td>4.1</td>
</tr>
<tr>
<td>Smartphone</td>
<td>3.1</td>
<td>4.5</td>
<td>4.0</td>
<td>4.0</td>
</tr>
<tr>
<td>respondents only*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* N=170 in the case of smartphone respondents only, as the surveys with no or very few smartphone respondents are not considered in this row.

### 4.2 How Break-off Levels and Survey Evaluations Relate to Key Questionnaire Characteristics

In this section, we study how respondents’ break-off levels and survey evaluations relate to key questionnaire characteristics, namely 1) their topic (dummies for the five main topics, “other” being the reference category), 2) the presence of different question formats (eight dummies; 1 meaning that the format is present at least once) and 3) the estimated survey length (continuous variable).
Looking at the distribution of the break-off rate across the 186 surveys shows a very skewed distribution toward the left, with two outliers on the right side (see Appendix 1a). In addition, the residuals of a simple OLS regression are not normally distributed (Appendix 1b). In order to deal with this, we use the logarithm of the break-off rate as a dependent variable.\textsuperscript{3} This helps resolve the problem of the outliers, non-normality of the residuals (Appendix 1c), and heteroscedasticity (p=.49 for the Breusch-Pagan test with the transformed variable).

Concerning the survey evaluation, we use the average evaluation across all respondents in a given survey as a dependent variable; this takes 14 different values, ranging from 3.2 to 4.5. In this case, examination of the standardized normal probability plot suggests that residuals approximate normal distributions (Appendix 1d), so we use an OLS regression.\textsuperscript{4} The results are presented in Table 11.

First, in the case of break-off, the whole model is significant (p<.01), and the model explains 28.2\% of the variance (adjusted \(R^2\)). However, only two variables have significant effects (5\% threshold): the presence of at least one video and the estimated questionnaire length.

In the survey evaluation model, the whole model is not significant (p=.15) and the explained variance is very low (Adjusted \(R^2 = .0308\)). None of the variables has a significant effect, suggesting that the survey characteristics affect the break-off rate more than the survey evaluation conducted by those panelists who completed the survey.

\textsuperscript{3} Other approaches have been tested, namely: a) a Poisson regression with robust variance and excluding the two outliers (two surveys with much higher break-off rates than all others): this led to similar conclusions; b) a negative binomial regression also excluding the two outliers: in this case, besides the estimated length and presence of at least one video (which are significant in the results presented here), the presence of at least one slider and at least one grid also had significant impacts on the break-off.

\textsuperscript{4} We also ran an ordered logistic regression, and a regression with exponential or log transformation: the conclusions remain the same.
### Table 11

Regressions of log(break-off rate) and of survey evaluation on survey characteristics

<table>
<thead>
<tr>
<th>Explanatory variables</th>
<th>Log(break-off rate) (N=184)</th>
<th>Survey evaluation (N=185)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coef.</td>
<td>S.E</td>
</tr>
<tr>
<td>Survey Main Topic</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Food / Beverages</td>
<td>.21</td>
<td>.17</td>
</tr>
<tr>
<td>Society / Politics</td>
<td>-.06</td>
<td>.21</td>
</tr>
<tr>
<td>Health</td>
<td>-.02</td>
<td>.22</td>
</tr>
<tr>
<td>Insurance / Bank</td>
<td>-.18</td>
<td>.25</td>
</tr>
<tr>
<td>Media / Internet / New technologies</td>
<td>-.11</td>
<td>.26</td>
</tr>
<tr>
<td>Format of questions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Includes one or more slider</td>
<td>.63</td>
<td>.39</td>
</tr>
<tr>
<td>Includes one or more ordering question</td>
<td>-.01</td>
<td>.15</td>
</tr>
<tr>
<td>Includes one or more grid</td>
<td>.21</td>
<td>.16</td>
</tr>
<tr>
<td>Includes one or more agree/disagree question</td>
<td>.19</td>
<td>.14</td>
</tr>
<tr>
<td>Includes one or more multiple-response question</td>
<td>-.15</td>
<td>.19</td>
</tr>
<tr>
<td>Includes one or more video</td>
<td>.65</td>
<td>.25</td>
</tr>
<tr>
<td>Includes one or more open-text question</td>
<td>.18</td>
<td>.14</td>
</tr>
<tr>
<td>Includes one or more drop-down menu</td>
<td>.03</td>
<td>.17</td>
</tr>
<tr>
<td>Survey length</td>
<td>Estimated length</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.06</td>
<td>.01</td>
</tr>
<tr>
<td>Constant</td>
<td>1.05</td>
<td>.24</td>
</tr>
<tr>
<td>Model fit</td>
<td>(R^2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.3374</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Adj. (R^2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.2825</td>
<td></td>
</tr>
</tbody>
</table>
5 Discussion and Conclusions

In this study, we have reviewed all of the surveys programmed by the online fieldwork company Netquest and implemented in their panel in Spain over a period of approximately six months. By reviewing several aspects of the 186 surveys, we are able to highlight the true practice of web surveys in a current opt-in online panel. Some of the main results that we wish to emphasize are presented below.

- **Survey target populations:** these are often very specific, and previous information about them is hard to come by, making it difficult to use quotas that ensure the sample is similar to the population of interest.
- **Survey topic:** 29% of the surveys are about food or drinks. This is the most common topic. The five most common topics cover 71.0% of all surveys.
- **Question format:** multiple-response questions are used very frequently, as are grids. Agree/disagree questions, open-text questions, ordering questions, and drop-down menus are also used quite often. On the other hand, videos and slides are present in less than 10% of surveys.
- **Estimated length:** 56.8% of surveys have an estimated length between 5 and 14 minutes.
- **Incentives:** on average, the incentive for answering one survey is 14 points.
- **Participation process:** given the specificity of target populations and the use of quotas, it is sometimes necessary to invite a huge number of panelists in order to attain a small final number of completes. However, screen-out rates vary widely across surveys. The break-off rate also varies widely, but is much smaller overall. We are able to identify some variables that seem to be related with a higher break-off, including the presence of one or more videos and a longer estimated length. Thus, we would recommend avoiding videos and keeping questionnaires as short as possible.
- **Devices used:** although PCs are the main device used for participation, mobile participation is clearly non-negligible.
- **Survey evaluation:** the survey evaluation does not vary much across surveys, and is also very similar for PC and smartphone respondents. As variations are minimal, it is not surprising that we did not find any significant effect in the regression analysis.

Our overview suggests that opt-in panels are very distinct from other web surveys, in terms of the population they attempt to cover. This also has an effect on the participation process, and in particular on the screen-out rate. Opt-in panels can differ in other respects, too. Further research focusing on these opt-in panels is needed in order to better understand the specific challenges that they face, and the best approaches to overcome those challenges. This study was limited to only one panel, in one country, and we could only analyze variables at the survey level. In
order to further study the reasons for break-off, information about what takes place just before the break-off, rather than characteristics of the survey as a whole, is needed. This study was not able to account for the device used to complete the survey in many of the analyses presented, even if it would have been very interesting, for example, to study the break-off separately for PC and smartphone respondents. Future research in these directions would be helpful.

However, even more than a need for further research, this study suggests that there is a gap between research and practice, particularly in relation to question formats. Indeed, the guidelines from academic research recommend that question formats like multiple-response questions and grids should be avoided, but our analyses in this overview reveal that they are still used very often. Academic researchers may need to work harder when sharing their results and convincing practitioners to follow their recommendations. Researchers may also need to further adapt their research so it better meets practitioners’ needs. To achieve these goals, they may need to look more closely at the reality of conducting surveys in the 21st century and focus further research on how to improve the most frequently used question formats.
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How Interviewer Effects Differ in Real and Falsified Survey Data: Using Multilevel Analysis to Identify Interviewer Falsifications
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Abstract
In face-to-face interviews, interviewers can have an important positive influence on the quality of survey data, but they can also introduce interviewer effects. What is even more problematic is that interviewers may decide to falsify all or parts of interviews. The question that the present article seeks to answer is whether the interviewer effects found in falsified data are similar to those found in real data, or whether interviewer effects are larger and more diverse in falsified data and may thus be used as an indicator for data contamination by interviewer falsifications. To investigate this question, experimental data were used from controlled real interviews, interviews falsified by the same interviewers, and questionnaires completed by these interviewers themselves as respondents. Intraclass correlations and multilevel regression models were applied, and interviewer effects in the real survey data were compared with those in the falsified data. No evidence of interviewer effects was found in the real data. By contrast, interviewer effects were found in the falsified data. In particular, there was a significant association between the interviewers’ own responses and the falsified responses to the same questions in the questionnaire. Thus, to detect interviewer falsifications, I recommend that researchers should also get the interviewers to complete the questionnaire and check datasets or suspicious cases for interviewer effects.
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1 Introduction

Face-to-face interviews are an important mode of data collection in empirical social research. It is used in many major studies, for example the European Values Study (EVS), the U.S. General Social Survey (GSS), and the Programme for the International Assessment of Adult Competencies (PIAAC). Interviewers can have a major influence on the quality of survey data. On the one hand, they can improve data quality, for example by helping the respondent to understand the survey questions correctly (Mangione, Fowler, & Louis, 1992). On the other hand, there is the risk of interviewer effects, that is, distortions of survey responses due to the presence of an interviewer. Interviewer effects can cause biased data and affect substantive findings (Beullens & Loosveldt, 2016; Groves & Magilavy, 1986). They occur when the respondent’s answer depends not only on the intended stimulus of the question but also on the interview situation and the interviewer (Bogner & Landrock, 2016; Schanz, 1981). In the case of interviewer effects, certain interviewer behaviors (e.g., reading pace or suggestiveness) or characteristics (e.g., experience, age, gender, or education) may influence the response behavior of the respondent (Beullens & Loosveldt, 2016; Haunberger, 2006; Mangione et al., 1992). Interviewer effects therefore constitute response bias (see Groves & Magilavy, 1986), where the reported values of the respondent systematically deviate from the true values.

In this context, it is important to know whether some types of questions are more susceptible to interviewer effects than others (Mangione et al., 1992). Research on interviewer effects has yielded a large number of findings in this regard (for an overview, see Bogner & Landrock, 2016). According to Haunberger (2006), for example, difficult and sensitive questions, attitudinal questions, and open-ended questions are particularly prone to interviewer effects. Haunberger (2006) showed that, in the case of difficult questions, the gender and education of the interviewers may have an influence on responses, for example, to income-related questions. The probability that the respondent will refuse to answer such questions is reported to
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be higher in the case of female or highly educated interviewers (Bogner & Landrock, 2016; Haunberger, 2006). Regarding attitudinal questions, research findings are ambiguous. Whereas Liu and Stainback (2013) identified interviewer gender effects on responses to attitudinal questions, Groves and Magilavy (1986) did not find evidence of such an influence on attitudinal questions compared to factual questions. Haunberger (2006) suggested that interviewer age and education may influence responses to open-ended questions and that these questions are therefore susceptible to interviewer effects (Mangione et al., 1992). By contrast, Groves and Magilavy (1986) reported that open-ended questions were not inherently more susceptible to interviewer effects than closed questions. However, in the case of open questions that ask respondents to mention several entities, for example “What do you think are the most important problems facing the country?,” the authors suggested that the likelihood that the respondent would mention a second entity might depend on the interviewer’s probing behavior, and that “the differential behaviors that determine whether a second mention is given also might influence substantive responses on the second mention” (Groves & Magilavy, 1986, p. 260). In summary, therefore, research findings show that difficult, attitudinal, and open-ended questions are susceptible to interviewer effects.

These findings provide evidence that the perceptible sociodemographic characteristics of the interviewer – namely gender, age, and education – are relevant to the occurrence of interviewer effects (Haunberger, 2006; Liu & Stainback, 2013; West & Blom, 2016). Olson and Bilgen (2011) reported that larger interviewer effects occurred with respect to acquiescence in the case of experienced interviewers than in the case of inexperienced interviewers. West and Blom (2016) described the influence of certain personality traits of the interviewers that may affect response behavior. Moreover, research findings suggest that the relation between interviewers’ and respondents’ characteristics may result in interviewer effects: Schanz (1981) analyzed the relevance of interaction effects and described positive correlations between the answers of the interviewer and the answers of the respondent to the same survey questions. One possible explanation for this positive correlation is that the respondent reacts to the non-verbally expressed attitudes of the interviewer (Schanz, 1981; West & Blom, 2016). Thus, interviewer effects may also depend on the content of the question and the interaction of the attitudes of the interviewers and the respondents (Schanz, 1981).

In face-to-face interviews, not only may interviewer effects occur, but interviewers may even decide to falsify all or parts of interviews. This is the most extreme and problematic form of influence that an interviewer can exert. Falsifications may severely bias the results of analyses and lead to incorrect results (Landrock, 2017; Reuband, 1990; Schnell, 1991; Schraepler & Wagner, 2003). A reliable strategy for identifying falsifications would therefore be extremely valuable to ensure high quality in interviewer-based survey research. However, research has
shown that, based on univariate distributions (Menold & Kemper, 2014; Reuband, 1990; Schnell, 1991) and multivariate correlations (Landrock, 2017), falsified and real data appear to be quite similar and that the existence of falsifications in data is thus not readily noticeable. Given that the falsification of interviews may be considered to be an extreme form of interviewer effect, statistically testing for interviewer effects might provide a more effective indicator for identifying falsifications. This paper therefore analyzes and compares interviewer effects in real survey data and in data falsified by interviewers. Using experimental data, the aim is to determine whether similar interviewer effects occur in falsified data and in real data or whether interviewer effects are larger and more diverse in falsified data and may thus be used as an indicator for data contamination by interviewer falsifications (see Winker, Kruse, Menold, & Landrock, 2015).

In falsified interviews, by definition, no interaction takes place between the respondent and the interviewer. Therefore, it may seem implausible to assume that interviewer effects occur in a dataset comprised of falsified data. However, in falsified interviews, interviewers obviously have a direct influence on the data reported as answers by the respondent. Yet, they have only a little information about the respondent. Consequently, the fabrication of plausible responses depends very strongly on the falsifier. Thus, interviewer effects – or, more precisely, “falsifier effects” – can be expected.

Different falsifiers may falsify the respondents’ answers in different ways. It is conceivable that certain socioeconomic, demographic, or psychological characteristics of the falsifiers may find their way into the data they falsify. Both the falsifiers’ perceptions of social reality and their falsifications are influenced by personal characteristics. Therefore, the interviewers’ characteristics should be significant explanatory variables in a dataset that is contaminated by interviewer falsifications. Moreover, I assume that interviewer effects are more pronounced in falsified than in real survey data (see Winker et al., 2015).

In the research presented in this paper, a number of variables that are known to be generally susceptible to interviewer effects are analyzed as dependent variables with the aim of determining (a) the degree to which interviewer effects occur in real and in falsified data and (b) whether there are differences between the interviewer effects in real and in falsified survey data.

2 Hypotheses

To contribute to research on interviewer effects, to knowledge of interviewer falsifications and their impact on data quality, and to potential strategies for identifying contaminated data, the following two general hypotheses will be tested:

H1: Interviewer effects occur both in real and in falsified data.
As falsifying interviewers have only a little information about the respondent, they must draw on their personal experience of social reality in order to fabricate plausible answers to survey questions. Thus, interviewer effects may occur not only in real survey data but also in falsified survey data (see Winker et al., 2015).

H2: The interviewer effects in falsified data are larger than in real data.

I assume that sociodemographic or psychological characteristics of interviewers are more likely to find their way into falsified survey data than into real data.

Regarding the interviewer characteristics that may cause interviewer effects or influence the way in which an interviewer falsifies, explanatory variables will be analyzed that can theoretically be expected to be susceptible to interviewer effects. The following more specific hypotheses will be tested on real data and on falsified data:

H3a: The core sociodemographic characteristics of the interviewers affect the reported responses.

As reported by West and Blom (2016), Haunberger (2006), Mangione et al. (1992), and Liu and Stainback (2013), sociodemographic characteristics of the interviewer – in particular gender, age, and education – may lead to interviewer effects. I further expect that income, as an indicator of socioeconomic background, may also cause interviewer effects.

H3b: The magnitude of interviewer effects depends on the interviewer’s experience.

Olson and Bilgen (2011) found that experienced interviewers caused larger interviewer effects than inexperienced interviewers. Hypothesis H3b will test whether this finding is replicated in the present study.

H3c: Associations exist between the behaviors and attitudes of interviewers and the reported behaviors and attitudes of the respondents they interview.

Following Schanz (1981), I assume that associations will be found between the answers of the interviewers and the answers of the respondents to the same survey question – in other words, that the interviewer’s response to the same survey question affects the response reported by the respondent.

H3d: The occurrence and magnitude of interviewer effects depends on the personality traits of the interviewer.

Both West and Blom (2016) and Winker et al. (2015) found evidence that suggested that the personality traits of the interviewer may lead to interviewer effects. West and Blom (2016) reported an effect of interviewers’ extraversion and self-confidence. Accordingly, I assume that interviewers with higher levels of extraversion produce larger interviewer effects than introverted interviewers. By contrast, more
conscientious interviewers should produce smaller interviewer effects than interviewers with a lower level of conscientiousness. With regard to self-confidence, I assume that interviewers with a higher level of perceived self-efficacy perform better, and therefore produce smaller interviewer effects, than interviewers with a lower level of perceived self-efficacy.

H3e: The magnitude of interviewer effects depends on the interviewer payment scheme used (payment per completed interview vs. payment per hour).

In their study of interviewer effects in real and falsified interviews, Winker et al. (2015) found that the payment scheme (i.e., the type of monetary compensation) applied had an impact on the collected data and therefore on the quality of a survey. I assume that interviewers who are paid per completed interview produce larger interviewer effects than interviewers paid per hour. Winker et al. (2015) also found correlations between the payment scheme and political participation (operationalized as the number of political activities mentioned by the respondent). For the real data, the authors showed that payment per hour was associated with a higher number of political activities mentioned. It would appear that payment per hour leads to more complete data and thus to higher data quality. Hypothesis H3e will test the assumption that interviewers who are paid per completed interview produce larger interviewer effects than interviewers who are paid per hour.

3 Data Base and Methods

Due to the virtual non-existence of datasets with proven falsified interviews, experimental data were used to analyze falsified data and their differences to real data (see Winker et al., 2015). My data base comprised three datasets. The data were collected at the University of Giessen, Germany in summer 2011 in the framework of the research project IFiS – Identification of Falsifications in Surveys (see also Menold & Kemper, 2014; Winker et al., 2015).

In the first step, 78 interviewers conducted 710 real face-to-face interviews. The questionnaire consisted of 62 questions, which were taken mainly from the 1998 German General Social Survey (ALLBUS) questionnaire. Besides sociodemographic questions, the questionnaire comprised attitudinal and behavioral items on social, political, and economic topics. The average interview duration was 30 minutes. Both the respondents and the interviewers were students at the University of Giessen. The interviewers themselves selected the respondents on the university campus without any quota restrictions and interviewed them. The audio-recorded interviews were checked to make sure that they had been conducted correctly. Half

---

4 http://www.gesis.org/en/allbus/allbus-home/
of the interviewers were paid per completed interview (8 euros), the other half were paid per hour (12 euros). Prior to data collection, an interviewer training session was conducted, in the course of which the interviewers were familiarized with the research design and the questionnaire.

For the second dataset, 710 interviews were fabricated. For this purpose, the same interviewers who had conducted the real interviews were requested to fabricate survey data in the lab. Hence, for each real interview, a corresponding fabricated interview was obtained. Compensation was allocated either per interview (3 euros per falsified interview) or per hour (9 euros per hour). The falsifying interviewers were given details of the sociodemographic characteristics of the persons whose interviews they were to fabricate. These persons were real survey participants, who had been interviewed previously by another student interviewer. The information provided included the respondent’s gender, age, subject studied, number of semesters enrolled, marital status, place of residence, living situation (i.e., the person or persons with whom the respondent lived in a household), and country of origin. In the case of a genuine (i.e., uninstructed) falsification in an actual fieldwork setting, the falsifying interviewer could easily have obtained this information by briefly interviewing the respondent. The falsifiers were requested to imagine the described person and to complete the questionnaire, thus fabricating the data as if they had been collected in a real survey fieldwork setting.

The exact instructions for falsifying an interview were:

Please read carefully the description of the person whose interview you are to falsify. Please complete the attached questionnaire as if you had really conducted a personal interview with the respondent. During falsification, please place the description of the respondent next to the questionnaire, so that you are always aware of the characteristics of that person.

The person whose interview you are to falsify...

- is female,
- is 20 years old,
- studies teaching,
- is enrolled in her second semester at a university.
- She is unmarried, in a steady relationship,
- lives in Huettenberg, a rural village in Hesse,
- with her parents or relatives.
- Country of birth: Germany.

As a last step, the interviewers themselves, as respondents, completed the same questionnaire that they had previously used for interviewing and falsifying. These self-administered interviews generated the third dataset.
This experimental setup has strengths, but it also has weaknesses. One weakness is that the respondents and interviewers were students and that core sociodemographic characteristics, such as age and education, therefore displayed only small variance (see Winker et al., 2015). The major strength of the experimental setup, compared to a standard field setting, was the possibility of collecting more information about the interviewers and their falsifying processes. Because they were surveyed with the same questionnaire as the proper respondents, the dataset includes not only information about respondents and fictitious respondents but also about the interviewers. This offers great potential for analyzing interviewer effects.

There are several possible approaches to investigating interviewer effects. Schanz (1981) analyzed the influences of interviewer characteristics on the response behavior of the participants by estimating multiple regression analyses. First, he included substantive explanatory variables; then he added interviewer variables. Mangione et al. (1992) and Groves and Magilavy (1986) measured interviewer effects by intraclass correlation. The intraclass correlation expresses the proportion of the item variance that is attributable to the interviewer (Mangione et al., 1992). In the absence of interviewer effects, the value of the intraclass correlation should be zero or close to zero (Beullens & Loosveldt, 2016). Olson and Bilgen (2011) estimated multilevel regression analyses with respondent characteristics such as age and education on the respondent level (individual level) and interviewer characteristics such as age, education, and experience on the interviewer level (contextual level).

At first glance, it would appear to be useful to estimate ordinary least squares (OLS) regressions. However, especially when it comes to analyzing interviewer effects, it makes sense to assume that – as expressed in the above-mentioned hypotheses – the observations of the respondents (i.e., the individual interviews) are probably not independent from the interviewers. Therefore, the model assumptions of OLS regressions are not met. Rather, the data are organized hierarchically, and multilevel regression analyses are thus more appropriate (Hox, 1995). The respondents represent the individual level, and the interviewers represent the group or contextual level.

To investigate the impact of interviewer characteristics on substantive findings, intraclass correlations were also estimated and multilevel regression analyses were conducted. To answer the research question as to what influence interviewers have on the data and findings and whether there are differences between real and falsified data in this respect, identical multilevel regression models were estimated separately with real and with falsified data. Thus, to determine what differences occur, the respective results – in particular, the effects of the various independent variables – were compared. This approach also allowed the identification of interviewer effects on substantive findings.
Table 1  Overview of variables used to analyze interviewer effects

<table>
<thead>
<tr>
<th>Dependent Variables</th>
<th>Independent Variables on the Individual (Respondent) Level</th>
<th>Independent Variables on the Contextual (Interviewer) Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Income</td>
<td>Age</td>
<td>Payment scheme</td>
</tr>
<tr>
<td></td>
<td>Living situation</td>
<td></td>
</tr>
<tr>
<td>Political participation</td>
<td>Gender</td>
<td>Interviewer’s gender</td>
</tr>
<tr>
<td></td>
<td>Internal political efficacy</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Political dissatisfaction</td>
<td>Interviewer’s income</td>
</tr>
<tr>
<td></td>
<td>Extremism</td>
<td></td>
</tr>
<tr>
<td>Political anomy</td>
<td>Economic dissatisfaction</td>
<td>Interviewer’s response to the same questions of the questionnaire</td>
</tr>
<tr>
<td></td>
<td>External political efficacy</td>
<td></td>
</tr>
<tr>
<td>Healthy eating behavior</td>
<td>Intention</td>
<td>Interviewer’s extraversion</td>
</tr>
<tr>
<td></td>
<td>Perceived behavioral control</td>
<td>Interviewer’s conscientiousness</td>
</tr>
<tr>
<td></td>
<td>TV consumption</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Body mass index</td>
<td>Interviewer’s level of perceived self-efficacy</td>
</tr>
<tr>
<td></td>
<td>Doing sports</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Preference for healthy desserts</td>
<td></td>
</tr>
</tbody>
</table>

4  Operationalization and Multilevel Regression Model

Table 1 gives an overview of the dependent and independent variables used. These variables are explained in more detail in the following sections.

4.1  Dependent Variables on the Individual Level

One aim of the present study was to analyze a number of dependent variables that I considered to be particularly susceptible to interviewer effects, namely (a) income, as a sensitive (and open-ended) factual question; (b) political participation, as a behavioral question; (c) political anomy, as an attitudinal question; and (d) healthy eating behavior, as an additional behavioral question.

Income was measured with the question: “How much money is at your disposal on average per month, during the current semester?”

Political participation was measured using a list of twelve political activities. The wording in the questionnaire was:

If you wanted to have political influence or to make your point of view felt on an issue that was important to you: Which of the possibilities listed on these cards would you use? Which of them would you consider? Please name the corresponding letters.
In a previous study, I analyzed the effects of falsified data on the results of multivariate theory-driven OLS regression analyses, using the explanation of political participation as an example (Landrock, 2017). To investigate interviewer effects in the present study, the same dependent and independent variables were applied in a multilevel regression. Factor analysis revealed that the factor *party-political activities* was an appropriate indicator for political participation. An additive index was calculated as a dependent variable measuring political participation. It consisted of the following three items:

- Participation in public discussions at meetings (factor loading: 0.701).
- Participation in a citizens’ action group (factor loading 0.697).
- Voluntary work for a political party (factor loading 0.776).

*Political anomia* was measured with a scale consisting of four items that were summarized into an index that served as a third dependent variable (ZA & ZUMA, 2014). The items were:

- In spite of what some people say, the situation of the average man is getting worse, not better.
- It’s hardly fair to bring a child into the world with the way things look for the future.
- Most public officials are not really interested in the problems of the average man.
- Most people don’t really care what happens to the next fellow.

*Healthy eating behavior* was measured with the question: “On how many days per week do you eat healthy?” to analyze interviewer effects. I have used this variable in the past to explore the impact of falsifications on substantial findings in social science research on the basis of the theory of planned behavior (Landrock & Menold, 2016).

### 4.2 Independent Variables on the Individual Level

To implement multilevel regression models, statistically significant explanatory variables on the individual level were identified by estimating OLS regressions. These individual-level independent variables were included in the multilevel regression analyses presented in what follows. Given that my research interest here was to estimate interviewer effects, these variables may be considered as control variables.

For *income* as a dependent variable, the statistically significant explanatory variable on the respondent level – besides age – was the living situation, which was measured with the question: “Where are you living during the current semester?” This variable was dichotomized: The option “living with parents or relatives” was coded as 1; other options were coded as 0. The effect of age on income was positive.
Regarding the living situation, the analysis revealed that students who lived with their parents or relatives reported less income than students who did not.

For political participation, the statistically significant explanatory variables on the respondent level were internal political efficacy, political dissatisfaction, extremism (captured with the left–right scale), and (female) gender. The means of the individual items were calculated for both internal political efficacy and political dissatisfaction; all items were adapted from the ALLBUS 1998 questionnaire (see Koch et al., 1999).

The items used to measure internal political efficacy were:
- I would have the confidence to take on an active role in a group concerned with political issues.
- Politics is so complicated that somebody like me can’t understand what’s going on at all. (Reverse-scored item)

Political dissatisfaction was measured with the following three items:
- Only when differences in income and social status are large enough is there any incentive for personal achievement.
- Differences in social position between people are acceptable because they basically reflect what one has made of the chances one had.
- I consider the social differences in this country to be just on the whole.

To measure extremism, the left–right scale from the ALLBUS 1998 questionnaire was used:

Many people use the terms “left” and “right” when they want to describe different political views. Here we have a scale which runs from left to right.

Thinking of your own political views, where would you place these on this scale?

To operationalize extremism (see Lüdemann, 2001), the original 10-point rating scale (with the value 1 on the left end of the scale and the value 10 on the right end of the scale) was recoded in such a way that the original values between 1 and 10 were assigned the new values between 5 and -5. These new values were then squared, thereby yielding a measurement for extremism where the value 1 stands for a very small degree of extremism and the value 25 for a very high degree of extremism (integrating both the left and the right ends of the left–right scale). All of these variables, except extremism, were found to have significant positive effects in the real data. As extremism had a significant positive effect in the falsified data, this independent variable was nonetheless included in the analysis of interviewer effects (Landrock, 2017).

For the dependent variable political anomy, two statistically significant explanatory variables, economic dissatisfaction and external political efficacy were
identified. **Economic dissatisfaction** was measured with the question: “How would you generally rate the current economic situation in Germany?”

**External political efficacy** was measured with two items:

- Politicians don’t care much about what people like me think. (Reverse-scored item)
- In general, politicians try to represent the people’s interests.

Here, too, all items were adapted from the ALLBUS 1998 questionnaire. To operationalize external political efficacy, the means of the items were calculated (see Koch et al., 1999). Economic dissatisfaction was found to have a positive influence on political anomy, whereas external political efficacy had a negative effect.

To analyze interviewer effects on reported **healthy eating behavior**, a model based on the theory of planned behavior was adopted, which I applied in previous research on the impact of falsified data on substantive findings (Landrock & Menold, 2016).

The statistically significant independent variables for explaining healthy eating behavior on the individual level are the intention to eat healthily, perceived behavioral control, TV consumption, body mass index, doing sports, and preferring healthy desserts. The intention to eat healthily and perceived behavioral control were measured with two items each. These items were used to calculate an index for intention and for perceived behavioral control:

- In future I will eat healthy at least four days a week. (Intention)
- In the coming weeks I will eat healthy at least four days a week. (Intention)
- It is possible for me to eat healthy at least four days a week. (Perceived behavioral control)
- It is completely in my own hands to eat healthy at least four days a week. (Perceived behavioral control)

The questionnaire included the following question on TV consumption:

Thinking about the days when you watch TV, how long on average do you watch TV on these days – I mean in hours and minutes?

Body mass index was calculated on the basis of the self-reported height and weight of respondents. The variable **doing sports** was dichotomized; respondents were asked to answer an open-ended question about which sports they took part in at least occasionally. A list of 12 desserts was used to find out whether the respondents preferred healthy desserts. The variable **preference for healthy desserts** was dichotomized. Healthy desserts (fruit curd, fruit salad, or yoghurt) were coded as 1; unhealthy desserts (mousse au chocolat, tiramisu, chocolate pudding, or pancakes) as 0.

As theory-driven explanatory variables, the intention to eat healthily and perceived behavioral control were found to have positive effects on reported healthy
eating behavior. TV consumption and body mass index had negative effects, whereas doing sports and preferring healthy desserts showed positive effects, at least in the falsified data.

### 4.3 Independent Variables on the Contextual Level

One aim of the present study was to identify interviewer characteristics on the contextual level that are linked to interviewer effects. The independent variables on the interviewer level that were tested are variables that are known to generally cause interviewer effects (see hypotheses in section 2 above). These variables are the payment scheme (payment per hour vs. payment per completed interview), the interviewer’s gender and income, the interviewer’s response to the same question of the questionnaire, and the interviewer’s experience. Interviewers’ personality traits were also tested, in particular extraversion, conscientiousness, and perceived self-efficacy, as they were considered relevant for analyzing interviewer effects.

First, the payment scheme was analyzed to determine whether the fact that an interviewer was paid per completed interview or per hour made a difference for the collected data, and therefore for the data quality. Winker et al. (2015) reported such an influence of the payment scheme on formal, non-content-related meta-indicators, for example non-differentiation. The payment scheme was varied in the research design: One half of the interviewers were paid per hour, the other half were paid per completed interview (see also section 3 above).

Many authors have described the core sociodemographic characteristics, namely gender, age, and education, as factors influencing interviewer effects (see Haunberger, 2006; Liu & Stainback, 2013). To my knowledge, researchers usually obtain only this basic information about interviewers from the fieldwork agencies, so that further interviewer characteristics typically cannot be analyzed. In the present study, I included the effects of the interviewers’ gender as collected with the questionnaire completed by the interviewers themselves as respondents. Regarding age and education, the data show only small variances because all the interviewers were students and they were therefore very similar with respect to age and education. Instead, I considered the income of the interviewers, assuming that, in the case of the student population of interviewers, income would be an appropriate indicator for the socioeconomic background of an interviewer, which might lead to interviewer effects.

As mentioned above, the interviewers themselves also completed the survey questionnaire as respondents. Thus it was possible to include as an independent variable their responses to the same questions that the respondents were also asked. The interviewers’ responses were included as an explanatory variable on the contextual level in order to test whether there were positive correlations between the respondents’ answers and the interviewers’ answers. Schanz (1981) reported posi-
tive correlations between the attitudinal and behavioral characteristics of interviewers and respondents.

A further relevant factor for the occurrence of interviewer effects is interviewer experience (Olson & Bilgen, 2011). The question used to measure this variable was whether the interviewer had ever conducted interviews before participating in the present study. The variable was dichotomized into interviewers with experience and interviewers without experience.

The questionnaire also included scales to measure the personality traits of the interviewers. To analyze the effects of the interviewers’ personality traits on the respondents’ responses, these traits were included in the multilevel analyses on the contextual level. Perceived self-efficacy was measured as agreement with the following three items (Beierlein, Kovaleva, Kemper, & Rammstedt, 2014) using a seven-point rating scale:

- I can rely on my own abilities in difficult situations.
- I am able to solve most problems on my own.
- I can usually solve even challenging and complex tasks well.

Afterwards, the means of the items were calculated.

To measure extraversion and conscientiousness, the ten-item Big Five Inventory (BFI-10; Rammstedt, Kemper, Klein, Beierlein, & Kovaleva, 2014) with a five-point rating scale was used:

I see myself as someone who...

- ...is reserved (Extraversion, reverse-scored item)
- ...is outgoing, sociable (Extraversion)
- ...tends to be lazy (Conscientiousness, reverse-scored item)
- ...does a thorough job (Conscientiousness)

For these variables, too, the means of each item were calculated.

### 4.4 Multilevel Regression Model

To test the hypotheses and to investigate whether the interviewers’ characteristics influenced the respondents’ answers (e.g., reported income), separate identical multilevel regression models were developed for the real and the falsified data. The statistical software Stata 12 was used to conduct the multilevel analyses. First, a null model without an independent variable and without the contextual level was estimated in order to assess the goodness of fit of the baseline model on the basis of log likelihood, or deviance (Hox, 1995). Second, to estimate interviewer-level variance the contextual level was included in the random-intercept-only model (RIOM) in order to be able to answer questions such as whether the income reported by the respondent depended on the interviewer – in other words, whether the incomes
of the respondents varied across interviewers. To this end, the intraclass correlation (ICC), which measures interviewer-level variance, was calculated. In the third step, the random-intercept model (RIM) was estimated. This model considers the influence of the individual respondent-level explanatory variables and controls for the contextual level. By including the interviewer-level explanatory variables of the contextual level (intercept-as-outcome model), direct effects of certain interviewer characteristics on respondents’ responses were estimated. Thus, it could be determined, for example, whether the income reported by the respondents depended on the interviewers’ gender. The results of the intercept-as-outcome model are shown in detail in Tables 4 and 5 (section 5.2).

The likelihood-ratio test and McFadden’s R-squared values were used to assess the goodness of fit of the model. With the likelihood-ratio tests, it was assessed, first, whether the multilevel approach was more appropriate than an OLS regression and, second, whether the estimated model extension (i.e., the reduction of deviance) was significant. McFadden’s R-squared assesses model fit by comparing the log likelihood of the null model (i.e., the model without dependent variables and contextual level) with the log likelihood of the estimated model. According to Langer (2010, p. 756), values between 0.2 and 0.4 are excellent.

The dependent variables to be analyzed were required to be metric variables. Prior to the analyses, the independent variables were modified: The independent metric variables were grand-mean centered; the independent nominal variables were dichotomized and coded into binary variables.

5 Results

5.1 Interviewer Effects in Real Data

First, interviewer effects in the real data were analyzed. Table 2 shows the random-intercept-only model (RIOM) for all of the dependent variables. The intraclass correlations varied between 0.017 and 0.067, which means that between 1.7 percent and 6.7 percent of the total variance is accounted for by the contextual level (i.e., the interviewer level). These interviewer effects are very small. Only healthy eating behavior, with an ICC of 0.067, showed slightly increased interviewer effects (see Groves & Magilavy, 1986; Mangione et al., 1992). The likelihood-ratio test measures the significance of the models and indicates whether a multilevel model

5 As an extension of the intercept-as-outcome models, the slope-as-outcome models were also estimated; they were not significant.
6 Regarding political anomy, it should be mentioned that there were a large number of missing values, due, in particular, to the item “Most public officials are not really interested in the problems of the average man” (56 missing values).
is more suitable than an OLS regression model. Regarding the dependent variables income and political participation, the RIOMs were not significant, which means that multilevel models were not appropriate and OLS regressions should be estimated instead. Regarding political anomaly and healthy eating behavior, the RIOMs were significant; multilevel models could thus be preferred over OLS models. In the next step, the individual respondent-level variables were included in the model, and the random-intercept model (RIM) was developed. In the case of political anomaly and healthy eating behavior as dependent variables, these models were not significant. Thus it can be assumed that interviewer effects scarcely exist in the real data.

### 5.2 Interviewer Effects in Falsified data

In the second step, interviewer effects in the falsified data were analyzed accordingly. Table 3 shows the results of the RIOMs. The likelihood-ratio tests indicated that the models for all dependent variables were significant, which implies that the multilevel approach was more appropriate than the OLS regression approach. With values between 0.17 and 0.21, the intraclass correlations were much higher than in the real data, which means that the contextual level explained between 17 and 21% of the total variance. These strong interviewer effects indicate that individual characteristics, attitudes, and behaviors of the interviewers found their way into the data.

---

In the falsified data, there were a large number of missing cases in the case of income. I assume that the question is difficult to falsify and that the falsifiers therefore preferred to report item nonresponse.
falsified data. Thus, interviewer effects in the falsified data were further analyzed in order to determine which interviewer characteristics, attitudes or behaviors were particularly associated with interviewer effects.

In the third step, the RIOM was extended by including the respondent characteristics on the individual level (RIM, not shown here). Afterwards, the interviewer characteristics on the contextual level were included, thus developing the intercept-as-outcome model (IOM), which estimates the direct effects of the independent variables on the interviewer level. The further extensions of the IOM were not significant for any of the dependent variables. Therefore, the random-intercept, random-slope models with cross-level interactions could not be estimated. Table 4 shows the results of the final IOM for the dependent variables income and political participation.

As can be seen from Table 4, the models fit well: The likelihood-ratio test indicated that both the models themselves and the model extensions to IOMs were significant. The McFadden R-squared values of 0.16 and 0.64 were at least very reasonable.

The results show that all individual variables on the respondent level were significant, at least at the ten percent level, which is not surprising as they already proved to have significant influence in the previously performed OLS regressions. However, for the analysis of interviewer effects, the more relevant results were found on the contextual level. Significant effects on the dependent variables were not found for the payment scheme, the interviewers’ personality traits, or the interviewers’ experience. The interviewers’ income had no significant effect on reported

Table 3 Interviewer effects in the falsified data (random-intercept-only models, RIOMs)

<table>
<thead>
<tr>
<th>RIOMs</th>
<th>Dependent Variables</th>
<th>Income σ2 (SE)</th>
<th>Political Particip. σ2 (SE)</th>
<th>Political Anomy σ2 (SE)</th>
<th>Healthy Eating σ2 (SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resid. variance</td>
<td>(respondents)</td>
<td>30678.33</td>
<td>0.102</td>
<td>1.125</td>
<td>1.869</td>
</tr>
<tr>
<td></td>
<td>(1887.241)</td>
<td>0.006</td>
<td>(0.065)</td>
<td>(0.105)</td>
<td></td>
</tr>
<tr>
<td>Resid. variance</td>
<td>(interviewers)</td>
<td>7913.874</td>
<td>0.020</td>
<td>0.271</td>
<td>0.506</td>
</tr>
<tr>
<td></td>
<td>(1964.437)</td>
<td>(0.005)</td>
<td>(0.065)</td>
<td>(0.115)</td>
<td></td>
</tr>
<tr>
<td>ICC</td>
<td></td>
<td>0.205</td>
<td>0.165</td>
<td>0.194</td>
<td>0.213</td>
</tr>
<tr>
<td>LR test (p)</td>
<td></td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>N</td>
<td></td>
<td>606</td>
<td>708</td>
<td>681</td>
<td>710</td>
</tr>
</tbody>
</table>
political participation. However, for income and political participation as dependent variables, significant effects of the interviewers’ gender and their answers to the same survey questions could be identified.

**Table 4** Results of ML regression in the falsified data (intercept-as-outcome models, IOMs)

<table>
<thead>
<tr>
<th>IOMs</th>
<th>Dependent Variables</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Income</td>
<td>Polit. Particip.</td>
<td></td>
</tr>
<tr>
<td>Fixed Part</td>
<td>Coeff.</td>
<td>SE</td>
<td>Coeff.</td>
</tr>
<tr>
<td>Constant</td>
<td>725.907***</td>
<td>23.732</td>
<td>0.266***</td>
</tr>
<tr>
<td><strong>Respondent level</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>10.381***</td>
<td>2.345</td>
<td>-</td>
</tr>
<tr>
<td>Living with parents/ relatives (ref.: no)</td>
<td>-176.879***</td>
<td>21.467</td>
<td>-</td>
</tr>
<tr>
<td>Internal political efficacy</td>
<td>-</td>
<td>-</td>
<td>0.128***</td>
</tr>
<tr>
<td>Political dissatisfaction</td>
<td>-</td>
<td>-</td>
<td>0.034+</td>
</tr>
<tr>
<td>Gender (ref.: m)</td>
<td>-</td>
<td>-</td>
<td>0.035+</td>
</tr>
<tr>
<td>Extremism</td>
<td>-</td>
<td>-</td>
<td>0.017***</td>
</tr>
<tr>
<td><strong>Interviewer level</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Payment per hour (ref.: per int.)</td>
<td>2.435</td>
<td>23.428</td>
<td>-0.025</td>
</tr>
<tr>
<td>Gender (ref.: m)</td>
<td>-51.359+</td>
<td>26.539</td>
<td>0.086*</td>
</tr>
<tr>
<td>Income</td>
<td>-</td>
<td>-</td>
<td>0.000</td>
</tr>
<tr>
<td>Interviewer’s answer</td>
<td>0.114*</td>
<td>0.053</td>
<td>0.259***</td>
</tr>
<tr>
<td>Experience (ref.: no)</td>
<td>-4.696</td>
<td>29.644</td>
<td>-0.034</td>
</tr>
<tr>
<td>Extraversion</td>
<td>-1.050</td>
<td>14.651</td>
<td>0.017</td>
</tr>
<tr>
<td>Conscientiousness</td>
<td>17.575</td>
<td>15.002</td>
<td>0.022</td>
</tr>
<tr>
<td>Perceived self-efficacy</td>
<td>2.372</td>
<td>12.341</td>
<td>-0.013</td>
</tr>
<tr>
<td><strong>Random Part</strong></td>
<td>σ²</td>
<td>SE</td>
<td>σ²</td>
</tr>
<tr>
<td>Respondents’ residual variance</td>
<td>26933.240</td>
<td>1797.859</td>
<td>0.074</td>
</tr>
<tr>
<td>Interviewers’ residual variance</td>
<td>4784.561</td>
<td>1509.125</td>
<td>0.010</td>
</tr>
<tr>
<td><strong>Model fit</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log likelihood</td>
<td>-3392.254</td>
<td>-92.393</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>516</td>
<td>579</td>
<td></td>
</tr>
<tr>
<td>LR test (p)</td>
<td>0.0000</td>
<td>0.0000</td>
<td></td>
</tr>
<tr>
<td>LR test model extens. (p)</td>
<td>0.0000</td>
<td>0.0000</td>
<td></td>
</tr>
<tr>
<td>McFadden’s R²</td>
<td>0.1641</td>
<td>0.6433</td>
<td></td>
</tr>
</tbody>
</table>

*Notes: *** p<0.001; ** p<0.01; * p<0.05; + p<0.10*
Female falsifying interviewers tended to report lower incomes and higher values for political participation of the respondents than did male falsifying interviewers. Evidence was found that the gender of the interviewer tended to affect reported income and political participation in the case of the falsified data. It was also found that the interviewers’ answers to the same questions had a positive effect on the reported respondents’ answers. Thus, there were positive correlations between the falsifiers’ attitudes and behaviors and the falsified reported attitudes and behaviors of the respondents. Presumably, the interviewers used their own income and political participation as a knowledge base for what a realistic income and political participation level might be for the interviews they were falsifying.

The models estimated for political anomy and healthy eating behavior as dependent variables yielded very similar results (Table 5). In both cases, the interviewers’ answers to the same questions had a positive effect on the falsified reported answers of the respondents. In the case of healthy eating behavior as a dependent variable, the interviewers’ gender affected the reported falsified response. Male falsifiers reported higher values for healthy eating. Thus, an impact of the attitudes and behaviors of the falsifying interviewers on all four analyzed variables could be identified.
Table 5  Results of ML regression in the falsified data (intercept-as-outcome models, IOMs)

<table>
<thead>
<tr>
<th>IOMs</th>
<th>Dependent Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Polit. Anomy</td>
</tr>
<tr>
<td>Fixed Part</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>Coeff. 1.691 *** SE 0.130</td>
</tr>
<tr>
<td>Respondent level</td>
<td></td>
</tr>
<tr>
<td>External political efficacy</td>
<td>-0.544 *** SE 0.045</td>
</tr>
<tr>
<td>Economic dissatisfaction</td>
<td>0.091 SE 0.079</td>
</tr>
<tr>
<td>Intention</td>
<td>-</td>
</tr>
<tr>
<td>Perceived behavioral control</td>
<td>-</td>
</tr>
<tr>
<td>TV consumption</td>
<td>-</td>
</tr>
<tr>
<td>Doing sports (ref.: no)</td>
<td>-</td>
</tr>
<tr>
<td>Preference for health desserts (ref.: no)</td>
<td>-</td>
</tr>
<tr>
<td>BMI</td>
<td>-</td>
</tr>
<tr>
<td>Interviewer level</td>
<td></td>
</tr>
<tr>
<td>Payment per hour (ref.: per interview)</td>
<td>0.041 SE 0.126</td>
</tr>
<tr>
<td>Gender (ref.: m)</td>
<td>-0.229 SE 0.148</td>
</tr>
<tr>
<td>Income</td>
<td>0.000 SE 0.000</td>
</tr>
<tr>
<td>Interviewer’s answer</td>
<td>0.195 *** SE 0.054</td>
</tr>
<tr>
<td>Experience (ref.: no)</td>
<td>-0.026 SE 0.156</td>
</tr>
<tr>
<td>Extraversion</td>
<td>0.085 SE 0.079</td>
</tr>
<tr>
<td>Conscientiousness</td>
<td>0.032 SE 0.081</td>
</tr>
<tr>
<td>Perceived self-efficacy</td>
<td>-0.079 SE 0.067</td>
</tr>
<tr>
<td>Random Part</td>
<td></td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>SE 0.896 SE 0.057</td>
</tr>
<tr>
<td>Respondents’ resid. variance</td>
<td>0.133 SE 0.042</td>
</tr>
<tr>
<td>Interviewers’ resid. variance</td>
<td>0.057 SE 0.000</td>
</tr>
<tr>
<td>Model fit</td>
<td></td>
</tr>
<tr>
<td>Log likelihood</td>
<td>-797.383</td>
</tr>
<tr>
<td>N</td>
<td>565</td>
</tr>
<tr>
<td>LR test (p)</td>
<td>0.0000</td>
</tr>
<tr>
<td>LR test model extension (p)</td>
<td>0.0000</td>
</tr>
<tr>
<td>McFadden’s $R^2$</td>
<td>0.2613</td>
</tr>
</tbody>
</table>

Notes: *** p<0.001; ** p<0.01; * p<0.05; + p<0.10
5.3 Summary and Review of Hypotheses

First, I will review the two general hypotheses:

H1: Interviewer effects occur both in real and in falsified data.

This hypothesis cannot be confirmed. Interviewer effects were identified in the falsified data but not in the real data.

H2: The interviewer effects in falsified data are larger than in real data.

This hypothesis can be clearly confirmed. Large interviewer effects occurred in the falsified data, whereas interviewer effects could not be identified in the real data.

Next, I will review the more specific hypotheses regarding characteristics of the interviewers that may cause interviewer effects:

H3a: The core sociodemographic characteristics of the interviewers affect the reported responses.

As no effects of the core sociodemographic characteristics of the interviewers were measurable in the real data, this hypothesis must be rejected for the real data. With regard to the falsified data, the analysis of the effect of the interviewers’ gender on the dependent variables revealed that female falsifiers reported lower income, higher political participation, and lower values for healthy eating behavior than did their male counterparts. The interviewers’ age and education were too homogeneous to be tested. With the exception of income as a dependent variable (see H3c), the interviewers’ income does not appear to have affected the falsified responses. Accordingly, for the falsified data, the hypothesis can be confirmed with respect to gender.

H3b: The magnitude of interviewer effects depends on the interviewer’s experience.

This hypothesis could not be confirmed for the real or the falsified data: No effect of interviewer experience on any of the dependent variables was found.

H3c: Associations exist between the behaviors and attitudes of interviewers and the reported behaviors and attitudes of the respondents they interview.

This hypothesis cannot be confirmed for the real data, where no interviewer effects were found. However, strong evidence was found in support of the hypothesis in the falsified data: For all four dependent variables, significant positive correlations were found between the interviewers’ answers as respondents and the falsified answers to the same survey questions.

H3d: The occurrence and magnitude of interviewer effects depends on the personality traits of the interviewer.
This hypothesis cannot be confirmed for the real data or for the falsified data. No effects of the personality traits on the dependent variables could be identified either in the real data or the falsified data.

H3e: The magnitude of interviewer effects depends on the interviewer payment scheme used (payment per completed interview vs. payment per hour).

This hypothesis cannot be confirmed for the real data or for the falsified data. Although previous research (see Winker et al., 2015) has shown that the payment scheme used (payment per completed interview vs. payment per hour) generally has an impact on the collected data, the present analyses did not detect effects of the payment scheme.

In summary, it can be stated that no interviewer effects of any kind were found in the real data. In the falsified data, the occurrence and magnitude of interviewer effects does not appear to have depended on the interviewers’ experience or personality traits, or on the payment scheme used. However, effects of the interviewers’ gender were found on the falsified reported income, political participation, and eating behavior of respondents. Furthermore, the interviewers’ own attitudes and behaviors were correlated with the falsified reported attitudes and behaviors of the respondents. Thus, the falsifiers’ attitudes and behaviors found their way into the falsified data and influenced the data reported as answers of the respondents.

6 Conclusions and Recommendations

The findings of the present study suggest that interviewer effects are clearly stronger in falsified data than in real data: The real data, derived from actual conducted interviews, does not appear to be contaminated by interviewer effects at all. This can be taken as an indication of high data quality, which may be due to the fact that the real interviews were audio-recorded and the fieldwork was intensively monitored. By contrast, very strong interviewer effects were measured in the falsified dataset. This suggests that the process of falsifying leads to a pronounced impact of the falsifiers’ sociodemographic characteristics, attitudes, and behaviors on the data reported as answers of the respondents.

However, the interviewer effects (or, more precisely, “falsifier effects”) identified in the falsified data were smaller than expected. One reason for this may be that both the respondents and the interviewers were students. Therefore, the falsifiers were familiar with the respondents’ social reality and were able to give realistic answers – which reduced the magnitude of the interviewer effects. (This may also be a reason for the absence of interviewer effects in the real data.) A second reason why interviewer effects in the falsified data were smaller than expected may be that, despite the fact that the dependent variables used were empirically shown to
be susceptible to interviewer effects, more appropriate dependent variables could possibly have been found to analyze interviewer effects.

The fact that neither the payment scheme nor the interviewers’ experience caused interviewer effects is surprising because current findings in the literature suggest that they should have. Winker et al. (2015) found that the payment scheme had an impact on formal, non-content-related meta-indicators such as non-differentiation. However, the present study analyzed content-related dependent variables. A further reason why the payment scheme did not have the hypothesized influence could be that the instructed falsifiers in the present experimental study had an intrinsic motivation to participate in the study and were therefore less frustrated by payment per completed interview than an interviewer in a real fieldwork setting might have been. Moreover, the interviewers in the present study selected the respondents on the university campus and interviewed them themselves. In a real fieldwork setting, the interviewers must contact certain predefined target persons, which may be time-consuming. In such a case it would appear plausible that the payment scheme would make a difference and that payment per hour might enhance motivation to contact the predefined target person. The lack of support for the hypothesized influence of interviewer experience might be due to the fact that the students who stated that they had conducted interviews before were still less experienced than the experienced interviewers in the studies in which interviewer effects have been found.

One limitation of the present study is the fact that the respondents and interviewers were students and that core sociodemographic characteristics, such as age and education, displayed only small variance. Moreover, in a real fieldwork setting, it would hardly be possible to implement an experimental approach such as that employed here. Nonetheless, I assume that the present results are generalizable, not least because interviewers in social science research and market research are often students. However, further research will be needed to confirm the generalizability of my results to real survey settings.

A number of recommendations can be derived from the present findings. First, researchers conducting interviewer-based surveys should collect as much information about the interviewers as possible and feasible (see Bogner & Landrock, 2016; Winker et al., 2015). In particular, as the present study shows, interviewer responses to the same questions that the respondents are asked are highly suitable for detecting interviewer effects in the case of falsified interviews. The interviewers could be requested to complete the survey questionnaire as part of interviewer training, for example. This would have at least two positive effects: First, the interviewers would familiarize themselves with the questionnaire, as a preparation for conducting the interviews; second, the researchers could get to know the interviewers.

A further recommendation that can be derived from the findings of the present study is that researchers using interviewer-based data should check the data for
interviewer effects, especially if they suspect that falsifications may have occurred. Falsification checking should be implemented at least by calculating intraclass correlations or conducting multilevel analyses as presented in this paper. This can be done for the entire dataset or only for suspicious cases – provided, of course, more than one interviewer is involved. If a large share of the variance is explained by interviewer-level variables, this may be an indication of contamination of the dataset by interviewer falsifications. In light of the fact that neither bivariate nor multivariate correlational analyses have proved effective in unambiguously establishing the existence of falsifications, the assessment strategies presented here may be very valuable for improving the quality and accuracy of survey data.
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Temporal Perspectives of Nonresponse During a Survey Design Phase
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Abstract
Invariably, full response is not achieved with a single survey solicitation, and so a sequence of follow-up attempts typically ensues in an effort to mitigate the potentially detrimental effects of nonresponse. Rather than permitting the follow-up campaign to continue indefinitely or until some preset response rate is met, a potentially more efficient alternative is to track a key point estimate in real-time as data is received and alter the survey design phase (i.e., modify the recruitment protocol) once the point estimate stabilizes. The notion of point estimate stability has been referred to as phase capacity in the survey methodology literature, and several methods to detect when it has occurred have been proposed in recent years. Noticeably absent from those works, however, is statistical theory providing insight into how point estimates can change during the course of data collection in the first place. The goal of this paper is to take a first step in developing that theory. To do so, the two established perspectives of survey nonresponse – deterministic and stochastic – are extended to account for the temporal dimension of responses obtained during a survey design phase. An illustration using data from the 2014 Federal Employee Viewpoint Survey is included to provide empirical support for the new theory introduced.

Keywords: responsive design, adaptive design, phase capacity, nonresponse bias, stopping rules
1 Background

Unit nonresponse, which occurs whenever sampled cases (e.g., individuals, establishments) fail to respond to a survey request, is a ubiquitous problem faced by practitioners. Indeed, evidence abounds that response rates have been declining in surveys worldwide (Atrostic et al., 2001; de Leeuw & de Heer, 2002; Curtin et al., 2005; Brick & Williams, 2013). The typical data collection protocol in a survey involves making a sequence of follow-up attempts on cases yet to respond, which can take on a variety of forms depending on the survey’s mode – reminder mailings, additional telephone calls, or revisits to a residence, to name a few. Each follow-up attempt generally yields more survey completes, which can be considered incoming waves of data. More follow-up attempts are ostensibly desirable, as they serve to reduce the nonresponse rate, but they can be costly and extend the field period, in turn delaying subsequent stages of the survey process, such as the reporting and analysis stages. And from a purely practical standpoint, empirical evidence (e.g., Table 1 in Potthoff et al., 1993; Table 1 in Lewis, 2017) suggests returns diminish with each subsequent wave; fewer and fewer completes are obtained, resulting in smaller and smaller changes in point estimates.

Rather than focusing on a target response rate or a predetermined number of completes, Groves & Heeringa (2006) advocate for the use of responsive survey design, which Schouten et al. (2013) note is a special case of adaptive survey design (Wagner, 2008). The premise of responsive survey design is to monitor in real-time the accumulating survey data in combination with data about the data collection process, referred to as paradata (Couper, 1998; Kreuter, 2013), to help inform decisions on whether, and when, to modify the current recruitment protocol. Groves & Heeringa (2006) define a design phase to be a data collection period with a stable sampling frame, sample, and recruitment protocol and phase capacity as the point during a design phase at which the additional responses cease influencing key estimates. Once phase capacity has been reached, some form of a design phase change is warranted. Examples include switching modes (de Leeuw, 2005), increasing the
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incentive offered (McPhee & Hastedt, 2012), or terminating nonrespondent follow-up altogether (Rao et al., 2008). While being an intriguing idea that could potentially lead to data collection efficiencies, an obstacle to those wishing to implement their approach was that no specific, calculable rule was given regarding how to formally test for phase capacity. The concept was only demonstrated visually in Figure 2 of their paper in which they plotted the trend of a key National Survey of Family Growth point estimate.

Over the last ten or so years, several phase capacity testing methods have emerged in the literature. The first was Rao et al. (2008), who developed a set of closely related methods to determine whether the most recent wave of data produced a statistically significant change in a sample mean. Lewis (2017) proposed a variant to their general approach amenable to any kind of point estimate, not strictly sample means. Wagner & Raghunathan (2010) took a prospective approach to testing for phase capacity, deriving a rule for determining whether or not a pending follow-up attempt was necessary. In addition, Moore et al. (2016) proposed identifying phase capacity based on coefficient of variation thresholds of an overall and unconditional partial $R$-indicator (Schouten et al., 2009; Schouten et al., 2012).

Noticeably absent in the works cited above is statistical theory to provide insight into the phenomenon of point estimate stability. That is, there is no theory offered to answer the following primordial question: How is it possible for a point estimate to change (or not change) over the course of a design phase? The works typically discuss the traditional nonresponse theory, but the traditional theory falls short because it is rooted in treating the act of responding as an all-or-nothing, yes-or-no event. In other words, the temporal dimension of the response process is not explicitly considered. This paper aims to fill that gap in the literature by extending the two traditional perspectives of nonresponse – deterministic and stochastic – to account for the timing of responses received during a survey design phase. Restricting the focus to a sample mean, we derive expressions of expected change to be observed with each new wave of responses obtained. These expressions are enlightening and provide a theoretical underpinning for the empirical tendency for point estimates computed from the accumulating data to deviate less, relatively speaking, later on in a survey design phase (e.g., Figure 3 in Peytchev et al. 2009; Figure 3 in Wagner, 2010; Figure 1 in Lewis, 2017).

The paper is structured as follows. In Section 2, we review the two traditional perspective of nonresponse. In Section 3, we factor into those perspectives a temporal dimension to account for changes that may be observed during a survey design phase. A brief illustration is given in Section 4 using data from the 2014 Federal Employee Viewpoint Survey. We conclude in Section 5 by suggesting avenues for further research.
2 Traditional Nonresponse Perspectives

The typical survey’s data collection campaign commences by selecting a random sample of size $n$ from a sampling frame constructed to represent all $N$ units in a finite population. It has long been known from survey sampling theory that a randomly selected sample, even one of moderate size, can be used to form unbiased (or approximately unbiased) estimates of the attributes of the target population. The conundrum introduced by unit nonresponse is that, because only a portion of the sample is observed, unbiasedness properties are no longer guaranteed. Restricting analysis to the observed data without making any statistical adjustments may introduce nonresponse error (Groves, 1989), or a deviation from the quantity that would be computed had data been available for the full sample.

As discussed in Chapter 1 of Groves & Couper (1998), the magnitude of nonresponse error in a simple random sample of size $n$ depends on both the statistic at hand and the degree of dissimilarity between the $r$ observed cases and the $m$ missing cases ($r + m = n$). To consider one example, suppose we were interested in estimating a finite population mean $\bar{y} = \frac{1}{N} \sum_{i=1}^{N} y_i$. We can formulate an unbiased estimate from the full sample by finding $\hat{y}_n = \frac{1}{n} \sum_{i=1}^{n} y_i$. In the presence of unit nonresponse, however, we do not have all of the necessary information to compute this estimate. If we were to substitute $\hat{y}_r = \frac{1}{r} \sum_{i=1}^{r} y_i$, the sample mean of the $r$ observed cases, as the estimate of the finite population mean, the nonresponse error would be

$$\text{NRError}(\hat{y}_r) = \left( \frac{m}{n} \right) (\hat{y}_r - \hat{y}_m)$$

(1)

where $\hat{y}_m = \frac{1}{m} \sum_{i=1}^{m} y_i$ represents the mean of the $m$ missing cases. In other words, nonresponse error is the product of the nonresponse rate and the difference in means between the observed and missing cases. Note, however, that in the presence of an unequal probability of selection sample design where each sampled case has been assigned a base weight equaling the inverse of its selection probability, one would need to substitute base-weighted versions of the two sample means in equation 1. Additionally, one would need to replace the term $m/n$ with the base-weighted nonresponse rate.

Nonresponse error in a sample mean can be partitioned further to account for two or more causes of nonresponse. For instance, a common differentiation is the portion attributable to noncontact versus explicit refusal given that contact has
been made (e.g., Lynn et al., 2002). To see this, suppose that the \( m \) nonrespondents in the sample are comprised of \( m_{nc} \) cases never contacted and \( m_{ref} \) cases who were reached but declined to participate in the survey \((r + m_{nc} + m_{ref} = n)\). If we let \( \hat{\gamma}_{nc} \) denote the mean of the \( m_{nc} \) cases never contacted and let \( \hat{\gamma}_{ref} \) denote the mean of the \( m_{ref} \) cases refusing to participate, then the nonresponse error can be expressed as

\[
NError(\hat{\gamma}_r) = \frac{m_{nc}}{n}(\hat{\gamma}_r - \hat{\gamma}_{nc}) + \frac{m_{ref}}{n}(\hat{\gamma}_r - \hat{\gamma}_{ref})
\]

Further decompositions of nonresponse error are possible, but the formulaic augmentation always abides by the same pattern: a new term is added representing the product of the prevalence of the group in the sample and the difference between the sample mean of the observed cases and the like for the group.

Lessler & Kalsbeek (1992) discuss at length the two traditional perspectives of nonresponse. The simpler view is the deterministic perspective, which stipulates that the \( N \) units on the sampling frame are comprised of two types: (1) a set of \( R \) units that will always respond when sampled; and (2) a set of \( M \) units that will never respond. Under this view, Valliant et al. (2013, equation 13.1) report that the nonresponse bias is

\[
NRbias(\hat{\gamma}_r) = \left(\frac{M}{N}\right)(\bar{\gamma}_r - \bar{\gamma}_M)
\]

where \( \bar{\gamma}_r \) represents the population mean of the units that always respond and \( \bar{\gamma}_M \) represents the like for units that never respond. Despite the resemblance to equation 1, equation 3 is expressed in terms of finite population quantities. In fact, the quantity in equation 1 can be considered an estimate of the quantity in equation 3.

An arguably more realistic view of nonresponse is the stochastic perspective, which assumes instead that all units in the finite population have some probability, or propensity, of responding to the survey request, a value between 0 and 1 frequently denoted \( \phi_i \). The concept and terminology are most often credited to Rosenbaum & Rubin (1983), but one can argue that the ideas trace back as far as Hartley (1946) and Politz & Simmons (1949). Given fixed propensities, if we let \( \bar{\phi} = \frac{1}{N} \sum_{i=1}^{N} \phi_i \) symbolize the average response propensity for all \( N \) population units, Bethlehem (1988) showed that the nonresponse bias introduced by utilizing \( \hat{\gamma}_r \), the sample mean for only the observed portion of the sample data, is approximately equal to

\[
NRbias(\hat{\gamma}_r) \approx \frac{1}{N\bar{\phi}} \sum_{i=1}^{N} (\phi_i - \bar{\phi})(y_i - \bar{y})
\]
which reveals how the bias is proportional to the population covariance of the propensities and the survey outcome variable. A preliminary result of the proof is that the expected value of \( \hat{\gamma}_r \) over the sampling and the nonresponse mechanisms is

\[
\sum_{i=1}^{N} \frac{\phi_i y_i}{\sum_{i=1}^{N} \phi_i},
\]

which can be interpreted as the propensity-weighted mean of the outcome variable in the population. Derivations appearing in the next section will make use of that result.

The expression in equation 4 attributable to Bethlehem (1988) can be related to the three missingness mechanisms defined by Little & Rubin (2002). The first is that data are missing completely at random (MCAR), which is to say that all units in the population share the same propensity, or \( \phi = \bar{\phi} \). In such a situation, there is no bias in \( \hat{\gamma}_r \), because the first term in the summation is 0. The second mechanism, the one justifying most of the procedures used in practice to compensate for unit nonresponse, is that data are missing at random (MAR). Nonresponse adjustment techniques predicated on this mechanism exploit auxiliary data known for all sample units, both respondents and nonrespondents, such as information from the sampling frame or paradata. The MAR assumption permits response propensities to vary amongst sample units with different auxiliary variable profiles, but supposes that the propensities are identical for all sample units with the same profile. Hence, data are assumed MCAR conditional on the sample units’ auxiliary variables. The third mechanism is the most perilous, data that are not missing at random (NMAR), meaning the sample units’ response propensities vary as a function of the outcome variable beyond what can be explained (and adjusted for) by the auxiliary variables.

3 Alternative Nonresponse Perspectives to Frame the Phase Capacity Problem

The purpose of this section is to introduce extensions to the traditional nonresponse perspectives outlined in the previous section. These extensions are motivated by the objective of providing theoretical insight into how a sample mean can change, and eventually stabilize, over the course of a survey design phase. Both the deterministic and stochastic perspectives are considered.

A straightforward extension of the ideas behind the deterministic perspective of nonresponse for a survey collecting data over \( K \) waves is to conceptualize the \( N \) population units as falling within one of \( K + 1 \) mutually exclusive and exhaustive domains: \( K \) domains of size \( N_1, N_2, \ldots, N_K \) comprised of units that, if sampled, will
always respond to the survey during the \( k \)th wave, and a domain of size \( M \) comprised of units that will never respond. Because of the empirical tendency for the number of respondents to decrease with each subsequent follow-up attempt within a survey design phase (e.g., Table 1 in Potthoff et al., 1993; Table 1 in Lewis, 2017), it seems reasonable to expect the \( N_k \)'s to decrease in size as \( k \) increases.

Without loss of generality, as before, let us assume a simple random sample of size \( n \) has been selected and we are interested in making inferences on a finite population mean. We can expect the wave-specific respondent counts \( r_1, r_2, \ldots, r_K \) and the count of nonrespondents \( m = r_1 + r_2 + \ldots + r_K + m = n \) to fall approximately in proportion to their respective prevalences in the population – that is, \( E(r_k) = n(N_k/N) \) for \( k = 1, \ldots, K \) and \( E(m) = n(M/N) \). Provided \( r_k > 1 \) for all \( K \) waves, we can express the ultimate respondent sample mean as

\[
\hat{y}_r = \frac{\sum_{k=1}^{K} r_k \hat{y}_{r_k}}{\sum_{j=1}^{k} r_j},
\]

where \( r = \sum_{k=1}^{K} r_k \) and \( \hat{y}_{r_k} \) represents the sample mean of the \( r_k \) cases responding during wave \( k \), specifically. Following the same strategy used to partition nonresponse error in equation 2, we can conceive of \( \hat{y}_1 \) as the respondent mean using data from waves 1 to \( k \) inclusive (~\( k < K \) (i.e., calculated using data from the \( r_1, r_2, \ldots, r_k \) respondents thus far obtained) as susceptible to nonresponse error due to the fact that there have been \( m \) nonrespondents drawn into the sample with mean \( \hat{y}_m \) that will never respond and \( \hat{y}_r \) cases that have yet to respond:

\[
N_{\text{Error}}(\hat{y}_1) = \hat{y}_k - \hat{y}_n = \frac{m}{n}(\hat{y}_k - \hat{y}_m) + \sum_{k=k+1}^{K} \frac{\hat{y}_k - \hat{y}_{n_k}}{n}(\hat{y}_1 - \hat{y}_{n_1})
\]

We can consider \( \hat{y}_1 \) an estimate of \( \hat{y}_1 \), the mean of the population domain consisting of \( N_1 \) cases, and \( \hat{y}_2 \) an estimate of \( \hat{y}_2 \), the mean of the population domain consisting of \( N_1 + N_2 \) cases, and so on. In terms of conventional statistical hypothesis testing, methods to test for phase capacity, at least those described in Rao et al. (2008) and Lewis (2017), use the accumulating data to assess \( H_0: \delta_{k-1}^k = \hat{y}_{k-1}^k - \hat{y}_1^k = 0 \) versus \( H_1: \delta_{k-1}^k = \hat{y}_{k-1}^k - \hat{y}_1^k \neq 0 \). Granted, the hypotheses can be written in terms of other population parameters, and non-zero differences for that matter.

Note, however, that the difference specified in the hypotheses above can be re-expressed as \( \delta_{k-1}^k = (\hat{y}_{k-1}^k - \hat{y}_n) - (\hat{y}_1^k - \hat{y}_n) \), which reveals a parallel interpretation, and key finding, that testing for phase capacity is tantamount to testing whether there is any change with respect to nonresponse bias. In other words, if the cumu-
lative sample mean has not changed with the most recent wave of data set, then nonresponse bias has neither decreased nor increased.

The sample-based estimate of $\delta_{k-1}^k$ is $\hat{\delta}_{k-1}^k = \hat{\gamma}_1^{k-1} - \hat{\gamma}_1^k$, which can be re-expressed as follows:

$$\hat{\delta}_{k-1}^k = (\hat{\gamma}_1^{k-1} - \hat{\gamma}_n) - (\hat{\gamma}_1^k - \hat{\gamma}_n)$$

$$= NR\text{error}(\hat{\gamma}_1^{k-1}) - NR\text{error}(\hat{\gamma}_1^k)$$

$$= \frac{m}{n} (\hat{\gamma}_1^{k-1} - \hat{\gamma}_m) + \sum_{k^* = k}^{K} \frac{r_{k^*}}{n} (\hat{\gamma}_1^{k-1} - \hat{\gamma}_{n_*}) - \frac{m}{n} (\hat{\gamma}_1^k - \hat{\gamma}_m) - \sum_{k^* = k+1}^{K} \frac{r_{k^*}}{n} (\hat{\gamma}_1^k - \hat{\gamma}_{n_*})$$

$$= \frac{m}{n} (\hat{\gamma}_1^{k-1} - \hat{\gamma}_m - \hat{\gamma}_1^k + \hat{\gamma}_m) + \frac{r_k}{n} (\hat{\gamma}_1^{k-1} - \hat{\gamma}_n) + \sum_{k^* = k+1}^{K} \left( \frac{r_{k^*}}{n} (\hat{\gamma}_1^{k-1} - \hat{\gamma}_{n_*} - \hat{\gamma}_1^k + \hat{\gamma}_{n_*}) \right)$$

$$= \frac{m}{n} (\hat{\gamma}_1^{k-1} - \hat{\gamma}_1^k) + \sum_{k^* = k}^{K} \left( \frac{r_{k^*}}{n} (\hat{\gamma}_1^{k-1} - \hat{\gamma}_1^k) \right) + \frac{r_k}{n} (\hat{\gamma}_1^{k-1} - \hat{\gamma}_k)$$

$$= \frac{m + \sum_{k^* = k+1}^{K} r_{k^*}}{n} (\hat{\gamma}_1^{k-1} - \hat{\gamma}_1^k) + \frac{r_k}{n} (\hat{\gamma}_1^{k-1} - \hat{\gamma}_k)$$

(6)

which illustrates how the observed change in the sample mean is equal to the sum of two terms: (1) the product of the portion of sample cases yet to be observed following wave $k$ and the most recently observed change in the cumulative sample mean; and (2) the product of the portion of sample cases responding during wave $k$, specifically, and the difference between cumulative sample mean as of the previous wave and the sample mean of those responding during wave $k$. Because the $r_k$’s tend to decrease as $k$ increases, we would expect both terms to get closer and closer to zero. With respect to the first term, this is because $\hat{\gamma}_1^k$ consists of fewer and fewer new values relative to $\hat{\gamma}_1^{k-1}$, causing the difference $\hat{\gamma}_1^{k-1} - \hat{\gamma}_1^k$ to become smaller and smaller. With respect to the second term, this is because the multiplicative factor $r_k/n$ gets progressively smaller.

We next consider augmentations with respect to the stochastic perspective of nonresponse. The fundamental difference is that we must broaden the idea of a single response propensity $\phi_i$ for the $i$th population unit into a $K$-dimensional vector of wave-specific propensities, $\phi_i = [\phi_{i1}, \phi_{i2}, ..., \phi_{iK}]$, where each entry represents the unit’s propensity to respond during the $k$th wave, specifically. This implies that the
response process for the \(i\)th sample unit abides by a multinomial distribution with \(K + 1\) events: responding during one of the \(K\) waves or not responding. Because all events are disjoint, we can treat the probability of responding by a particular wave as the sum of the entries in \(\phi_i\) from the first position up to and including the entry indexing that wave. For example, the probability of the \(i\)th sample unit responding before or during wave \(k\) is \(\phi_{ki}^k = \sum_{j=1}^{k} \phi_{ji}\).

Alluded to earlier, a key preliminary result in the derivation of Bethlehem’s (1988) nonresponse bias formula is that, given a set of fixed response propensities, the expectation of the sample mean from any sample design is shown to equal

\[
E(\widehat{y}_i) = \frac{\sum_{i=1}^{N} \phi_i y_i}{\sum_{i=1}^{N} \phi_i}
\]  

(7)

which is a weighted mean for all population units, where the response propensity serves as the weight. Using this result, we can reason that the expectation of the sample mean at the first wave is

\[
E(\widehat{y}_1) = \frac{\sum_{i=1}^{N} \phi_{1i} y_i}{\sum_{i=1}^{N} \phi_{1i}}
\]

and that the expectation of the sample mean at the second wave is

\[
E(\widehat{y}_2) = \frac{\sum_{i=1}^{N} \phi_{1i}^2 y_i}{\sum_{i=1}^{N} \phi_{1i}^2}
\]

and so on. Therefore, we can express the expectation of the difference between two adjacent-wave sample means as

\[
E(\widehat{y}_1^{k-1} - \widehat{y}_1^k) = \frac{\sum_{i=1}^{N} \phi_{1i}^{k-1} y_i}{\sum_{i=1}^{N} \phi_{1i}^{k-1}} - \frac{\sum_{i=1}^{N} \phi_{1i}^k y_i}{\sum_{i=1}^{N} \phi_{1i}^k}
\]  

(8)

This difference will only exactly equal zero if

\[
\frac{\sum_{i=1}^{N} \phi_{1i}^{k-1} y_i}{\sum_{i=1}^{N} \phi_{1i}^{k-1}} = \frac{\sum_{i=1}^{N} \phi_{1i} y_i}{\sum_{i=1}^{N} \phi_{1i}}
\]

but as \(k\)
increases, the $\phi_{ki}$'s decrease, rendering the component of $\sum_{i=1}^{N} \phi_{ki} y_i$ attributable to $\sum_{i=1}^{N} \phi_{ki} y_i$ to become smaller, and the same with the component of $\sum_{i=1}^{N} \phi_{ki}$ attributable to $\sum_{i=1}^{N} \phi_{ki}$. Hence, just as we could from the extended deterministic perspective, we can extract theoretical justification from equation 8 for the empirical tendency of point estimate differences to get progressively smaller during a survey design phase.

4 Illustration in the 2014 Federal Employee Viewpoint Survey

The purpose of this section is to provide an empirical illustration of the concepts and expressions presented in the previous section using data from the 2014 Federal Employee Viewpoint Survey (FEVS) (www.fedview.opm.gov). The FEVS, formerly known as the Federal Human Capital Survey (FHCS), was first launched in 2002 by the U.S. Office of Personnel Management (OPM). Initially administered biennially, the Web-based survey is now conducted yearly on a sample of full- or part-time, permanently employed civilian personnel of the U.S. federal government.

With few exceptions, the 2014 FEVS sampling frame was derived from a comprehensive personnel database managed by OPM known as the Statistical Data Mart of the Enterprise Human Resources Integration (EHRI-SDM). A total of 839,788 individuals from over 80 agencies were sampled as part of a single-stage stratified design, where strata were defined by the cross-classification of work unit and whether or not the employee was part of the Senior Executive Service (SES) or equivalent. The latter was done so that executives could be sampled with certainty, as they represent a rare population domain of analytic interest. The work-unit stratification ensured adequate numbers of employees appeared in the sample for all pre-identified agency subdivisions for which a separate report was desired. For agencies with exceedingly intricate reporting needs, a census was conducted. See U.S. Office of Personnel Management (2014) for more details about the FEVS sampling methodology.

The FEVS instrument consists of 84 work environment questions and 14 demographic questions. The work environment questions are predominantly attitudinal, capturing responses via a five-point Likert-type scale, such as one ranging from Strongly Agree to Strongly Disagree or Completely Satisfied to Completely Dissatisfied. Tests of statistical significance are typically performed after collapsing these categories into the dichotomy of a positive/non-positive response. The key
estimate from each item thus reduces to the proportion (or percentage) of employees who react positively to the statement posed, what the FEVS administration team refers to as a “percent positive” statistic. For purposes of the present illustration, we restrict the focus to percent positive statistics for the four items comprising the Global Satisfaction Index (GSI). These items were purposefully chosen because they represent a cross-section of the typical satisfaction dimensions the FEVS is designed to capture. The wording for the four items is summarized in Table 1.

The 2014 FEVS was administered between April 29 and June 13, 2014. Participating agencies were given a choice of two possible start dates, April 29 or May 6. Each agency’s field period spanned six work weeks. At survey close, 392,752 completes had been obtained, corresponding to an overall response rate of 47.4% per formula RR3 of the American Association for Public Opinion Research (AAPOR) (2016).

With respect to the responsive survey design terminology attributable to Groves & Heeringa (2006), the 2014 FEVS data collection protocol can be considered a single survey design phase. On the survey’s launch date, an email invitation containing the website URL and log-in credentials was sent to sampled employees. Five reminder emails were sent to those who had yet to respond, in weekly increments thereafter. A final, sixth reminder was sent on Friday morning of the sixth field period week with messaging emphasizing that the survey would close at the end of the day. In all, seven email notifications were sent. A natural demarcation of a data collection wave, the one used in this illustration, is the set of responses obtained between two chronologically adjacent email notifications.

Table 2 summarizes the wave-specific respondent counts for one example agency participating in 2014 FEVS that conducted a census of its $N = 5,188$ employees. The greatest number of responses was obtained in the first wave, followed by the second wave, with returns diminishing in subsequent waves. A total of $m = 1,592$ employees never responded, even after being sent seven email notifications. Though not shown here, comparable patterns hold for most other participating agencies. Thinking back to the second term of equation 6, this lends empirical

---

**Table 1** 2014 Federal Employee Viewpoint Survey Items Comprising the Global Satisfaction Index

<table>
<thead>
<tr>
<th>Item Number</th>
<th>Wording</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>I recommend my organization as a good place to work.</td>
</tr>
<tr>
<td>69</td>
<td>Considering everything, how satisfied are you with your job?</td>
</tr>
<tr>
<td>70</td>
<td>Considering everything, how satisfied are you with your pay?</td>
</tr>
<tr>
<td>71</td>
<td>Considering everything, how satisfied are you with your organization?</td>
</tr>
</tbody>
</table>
credence to the assertion of the $r_k$ terms decreasing as $k$ increases, a major factor in the stabilization of a sample mean over the course of a survey design phase.

The decreasing $r_k$'s also factor implicitly into the first product in equation 6, as is evident from Figure 1, which plots the trends in the cumulative sample means of the four GSI items using responses obtained through the given wave (i.e., the $\frac{1}{N} \sum_{i=1}^{N} x_{ki}$'s) for the example agency. The cumulative means tend to increase with each new wave of data, at least for the early waves, but then stabilize around wave 5. The increasing pattern is an indication that the early responders are less positive than later responders, something Sigman et al. (2014) noted was widespread amongst agencies participating in the 2011 FEVS.

With respect to the stochastic perspective of nonresponse, recall the primary takeaway argument from equation 8 was that, because the wave-specific propensities (i.e., the $\phi_{ki}$'s) tend to decrease as $k$ increases, the component of $\sum_{i=1}^{N} \phi_{ki}^k$ attributable to $\sum_{i=1}^{N} \phi_{ki}$ and the component of $\sum_{i=1}^{N} \phi_{ki}^k y_i$ attributable to $\sum_{i=1}^{N} \phi_{ki} y_i$ should both become progressively smaller over the course of a design phase. When those respective components of the summations become negligible, phase capacity results.

To illustrate how this can happen, we can exploit information from the 2014 FEVS sampling frame. Specifically, using auxiliary information known for the entire population of $N = 5,188$ individuals in the agency, we utilized the employee’s age, gender, an indicator of being a supervisor/non-supervisor, an indicator of being minority/non-minority race or ethnicity, and an indicator of working in the headquarters or field office, to fit a multinomial logistic regression model where the outcome variable was one of 8 possible events: responding during wave 1, 2, ..., 7,

<table>
<thead>
<tr>
<th>Data Collection Wave</th>
<th>Count $r_k$</th>
<th>Percent of Sample $(r_k / n) * 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1,390</td>
<td>26.8</td>
</tr>
<tr>
<td>2</td>
<td>873</td>
<td>16.8</td>
</tr>
<tr>
<td>3</td>
<td>240</td>
<td>4.6</td>
</tr>
<tr>
<td>4</td>
<td>392</td>
<td>7.6</td>
</tr>
<tr>
<td>5</td>
<td>246</td>
<td>4.7</td>
</tr>
<tr>
<td>6</td>
<td>260</td>
<td>5.0</td>
</tr>
<tr>
<td>7</td>
<td>195</td>
<td>3.8</td>
</tr>
<tr>
<td>Nonrespondents</td>
<td>1,592</td>
<td>30.7</td>
</tr>
<tr>
<td>Total</td>
<td>5,188</td>
<td>100.0</td>
</tr>
</tbody>
</table>
or not responding at all. This model was used to generate estimated wave-specific propensities, or \( \hat{\phi}_{ki} \)'s, which can serve as substitutes for the \( \phi_{ki} \)'s.

Table 3 reports the proportions \( \frac{\sum_{i=1}^{N} \hat{\phi}_{ki} / \sum_{i=1}^{N} \hat{\phi}_{ki}}{\sum_{i=1}^{N} \hat{\phi}_{ki} y_{ki} / \sum_{i=1}^{N} \hat{\phi}_{ki} y_{ki}} \) for the four GSI items, where \( y_{ki} \) is an indicator variable equaling 1 for a positive response to a given item and 0 otherwise. Each of these proportions converges towards zero, which is to say that both the numerator and denominator terms of the expected value of the cumulative sample mean (see equation 8) change less and less. By wave 5, the proportional change is less than 10\%, suggesting an ineffectual impact, which coincides with the point estimate stabilization observed in Figure 1.

Figure 1  Trends in the Percent Positive Statistics for Items Comprising the Global Satisfaction Index over an Example Agency’s 2014 Federal Employee Viewpoint Survey Data Collection Period
5 Discussion

Faced with downward pressures on response rates, practitioners must nowadays explore alternative strategies to more effectively and efficiently manage a survey’s data collection process. One intuitive method for doing so is to monitor a key point estimate from the survey in real-time as completes are obtained and take note of when it stabilizes. This is the notion of phase capacity, as defined by Groves & Heeringa (2006), who argue that additional follow-up efforts are liable to be equally inefficacious. Instead, some form of change in the data collection protocol is warranted. In their terminology, a new design phase is in order.

Groves & Heeringa (2006) did not offer a formal method to test for phase capacity, but several techniques have since been proposed in the literature (Rao et al., 2008; Wagner & Raghunathan, 2010; Moore et al., 2016; Lewis, 2017). An important piece missing from those proposals, however, is statistical theory illuminating how (or when) point estimate changes could occur in the first place. The objective of this paper was to fill that void in the literature. Using the finite population mean as an example, we extended the traditional deterministic and stochastic perspectives of nonresponse to derive expressions of change that explicitly account for incoming waves of responses within a single design phase. To connect these ideas to practice and to secure empirical support of certain assumptions and assertions made during the derivations, we included an illustration using data from the

<table>
<thead>
<tr>
<th>Data Collection Wave $k$</th>
<th>Propensities</th>
<th>Propensities $\times$ Item 40</th>
<th>Propensities $\times$ Item 70</th>
<th>Propensities $\times$ Item 71</th>
<th>Propensities $\times$ Item 72</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>0.39</td>
<td>0.39</td>
<td>0.38</td>
<td>0.39</td>
<td>0.39</td>
</tr>
<tr>
<td>3</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>4</td>
<td>0.14</td>
<td>0.14</td>
<td>0.13</td>
<td>0.14</td>
<td>0.14</td>
</tr>
<tr>
<td>5</td>
<td>0.08</td>
<td>0.08</td>
<td>0.08</td>
<td>0.08</td>
<td>0.08</td>
</tr>
<tr>
<td>6</td>
<td>0.08</td>
<td>0.08</td>
<td>0.07</td>
<td>0.08</td>
<td>0.08</td>
</tr>
<tr>
<td>7</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
</tr>
</tbody>
</table>
2014 Federal Employee Viewpoint Survey. In particular, focusing on four survey items for one example agency, we showed how the stabilization occurring around the fifth wave of data received was largely a function of the decreasing respondent counts (i.e., the $r_k$’s in equation 6) and the associated decreasing (estimated) wave-specific propensities that factor into the two quotients in equation 8.

Of course, this paper is not without limitations. The first limitation is that we focused solely on a sample mean. Brick & Jones (2008) derive expressions of nonresponse bias for several other statistics. Modifications to those expressions accounting for the temporal dimension of nonresponse could have proven equally as enlightening. A second limitation is that, for tractability, the derivations presented in Sections 2 and 3 assumed no nonresponse adjustments have been made. In fact, the phase capacity testing methods proposed in Rao et al. (2008), Wagner & Raghunathan (2010), and Lewis (2017) call for nonresponse adjustments to be made prior to assessing whether point estimate stability has occurred. A third limitation is that the 2014 FEVS illustration only involved analysis of four survey items for one example agency. Although we argued that the patterns observed are very typical for the FEVS, both in terms of other items’ percent positive statistics and other participating agencies, it is certainly conceivable that a comparable illustration within the design phase(s) of another survey could yield results less harmonious with the nonresponse theory extended in this paper.

Aside from addressing the limitations just cited, further research could extend the theory to account for two or more design phases within the same survey, two or more key outcome variables, or both. Another potential extension, motivated by findings in Olson & Groves (2012), would be to relax the assumption of fixed response propensities under the stochastic perspective of nonresponse, instead allowing them to vary in some way over the course of data collection. Finally, future research could investigate whether information gleaned from, say, estimated wave-specific response propensities could be carried forward in a meaningful way in an adaptive survey design approach (Schouten et al., 2013). For example, in the FEVS there are numerous agencies that conduct a perennial census. It seems foreseeable that prior survey response patterns, perhaps in combination with imputation or auxiliary information from the sampling frame, such as a variable highly correlated with one or more key outcome variables, could be used to derive measures similar in spirit to those derived in this paper to help support (or refute) evidence of phase capacity.
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