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Abstract
Recent studies use Fixed Effects (FE) models to estimate the causal effect of obesity on socioeconomic status, the so-called obesity penalty. In this paper, I will illustrate the advantages of using a Difference in Differences (DID) approach as an alternative method of causal analysis. Combining the German National Health Interview and Examination Survey 1998 (GNHIES98) and the German Health Interview and Examination Survey for Adults 2008 (DEGS1) allowed for a panel analysis of 3934 respondents. The dependent variable is a socioeconomic status score that integrates level of education, occupation and household income. The binary treatment variable is abdominal obesity. To estimate the causal effect of the treatment, FE and DID approaches were used.

Both the FE model and the DID estimate show no statistically significant causal effect of abdominal obesity on socioeconomic status for adults in Germany. However, both the respondents who became obese and those who stayed non-obese experience a rise in socioeconomic status over time. Nonetheless, the non-obese group had a more substantial increase in socioeconomic status than the obese group. Therefore, the obesity penalty does not necessarily have to be a decrease in socioeconomic status but could instead be a slowed growth or stagnation in status. The advantage of the DID approach is that the development in the control group is explicit. If obese individuals are more likely to have less favorable positive trends in socioeconomic status over time than other individuals, using DID estimates demonstrates the obesity penalty more effectively than using only FE models.
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Fixed Effects (FE) models have become a popular and widely used method of panel analysis. Researchers apply FE models to identify causal effects through the within-comparison of cases (Brüderl, 2010). However, there are alternative methods for identifying causal effects with observational data that can add important insights into the topic under study (Gangl, 2010). Hence, in this paper I will illustrate the advantages of supplementing fixed effects analyses with Difference-in-Differences (DID) approaches.

To highlight the differences and advantages of both FE models and DID estimators, I chose the example of the obesity penalty (Averett & Korenman, 1996). The obesity penalty describes the finding that obese people earn lower wages and report more adverse labor market outcomes than non-obese people (Caliendo & Gehrdsitz, 2016). To support these findings theoretically, different mechanism such as lower human capital, lower productivity and higher probability of health issues of the obese as well as discrimination and negative stereotyping are discussed (Bozoyan & Wolbrinig, 2018).

The obesity penalty is an interesting example to consider. On the one hand, FE models are frequently applied in research on the effect of body weight on socioeconomic status. Many previous studies focus on the question of what happens to an individual’s socioeconomic status when they become obese. On the other hand, research on labor market outcomes has shown that it is important to observe an adequate control group (i.e. Angrist & Pischke, 2008). Knowledge concerning the development of socioeconomic status in the control group can change the interpretation of the development of status in the treatment group. Hence, DID estimators may contribute important new information on the obesity penalty. As a result, the main question of this study is: What are the advantages of using DID estimators in addition to using FE models in regards to the obesity penalty?

In this study, I will use FE models and DID estimators to identify the causal effect of abdominal obesity on socioeconomic status in a sample of adults in Germany. Propensity Score Matching will be applied to create an adequate control group for the DID estimator since treatment is not assigned randomly in observational data. I will use these two methods to the full sample and to female and male respondents separately. In the discussion, I will highlight the advantages of including DID approaches in this line of research and the additional information gained by introducing an adequate control group. I will also discuss the different perspectives offered by FE models and DID estimators to further evaluate their benefits.
Previous Research

Studies on the causal relationship of obesity and socioeconomic status focus on both the social causation hypothesis and the health selection hypothesis. The social causation hypothesis states that socioeconomic status influences body weight and the probability of becoming obese. For example, Ball and Crawford (2005) show in their review that lower job position increases the probability of becoming obese compared to higher job position. Gebremariam et al. (2017) conclude that socioeconomic position of the parents influences body weight of their children through mediators such as food consumption and TV usage. In a meta-analysis, Kim et al. (2017) show that both social causation and health selection exist in regards to education. However, the evidence for the health selection hypothesis is more consistent.

The health selection hypothesis states that obesity leads to lower socioeconomic status. Studies that focus on the health selection hypothesis overwhelmingly use FE models to identify the causal effect. For example, many studies used the National Longitudinal Survey of Youth, which is a panel study in the United States of America (US). Baum and Ford (2004) find negative effects of obesity on wages for men and women using this data. In this study, women experience stronger and more consistent negative effects than men. Cawley (2004) identifies a negative effect of Body Mass Index (BMI) on wages for white women. The effect for men is non-linear, with overweight men earning more than normal-weight or obese men. Han et al. (2009) report similar findings with overweight and obese white women and obese Black women earning less than their normal-weight peers. They report no causal effect for men. However, the authors can show that respondents in jobs with social interactions are especially affected. Harris (2019) builds on that and finds that high body weight leads to lower wages in jobs that are socially and mentally intensive and to higher wages in physically challenging jobs. He concludes that gender differences in the effect of body weight on wages can be explained through differing occupational positions.

Other recent studies use different data to analyze the obesity penalty. Bozoyan and Wolbring (2011) use fat free mass and body fat instead of BMI to model body weight. Using FE models, they cannot identify a significant effect of body weight on wages. Ahn et al. (2019) conclude that obese women and underweight men are disadvantaged on the labor market even if employment efforts are controlled for. When obese women find a job, Lee et al. (2019) show that their wages and other characteristics of the job (i.e. getting a bonus or having a job in a company with a labor union) are inferior to those of other women.

Another popular method of causal inference are instrument variables (IV) because exogenous instruments allow the identification of the treatment effect even in the presence of unobserved heterogeneity (Gangl, 2010). The IV method is applied in the context of the obesity penalty as well. For example, Cawley et al.
(2005) use this method and identify a negative effect of obesity on wages only for women in the US. Morris (2007) finds a negative effect of obesity on employment for men and women. Sari and Acan Osman (2018) show that obesity negatively influences labor market participation for women. Böckerman et al. (2019) identify negative effects of body weight on multiple dimensions of socioeconomic status, such as earnings, employment and social income transfers.

Some studies have combined FE models and IV methods to strengthen their findings. While IV methods control for unobserved time-varying heterogeneity in theory, it is challenging to find good instruments in practice. Therefore, results gained through IV methods are often viewed with caution and FE models are added as an alternative method of causal inference. Sabia and Rees (2012) find effects of body weight on wages only for white women using FE models. Their IV analyses confirm this finding; therefore, they conclude that this result is not influenced by unobserved time-varying heterogeneity. Katsaiti and Shamsuddin (2016) analyze a number of aspects of the socioeconomic position and find negative effects of higher body weight on wages, employment, promotions and a positive effect on duration of unemployment for women. There are no causal effects for men. Both FE models and IV method produce these findings. Wada and Tekin (2010) analyze the effects of body fat and fat free mass on wages. Their FE models find positive effects of fat free mass and negative effects of body fat on wages for white men and women. Using the IV method, only the effects for men can be confirmed. The authors do not interpret this further because of small sample sizes and restrictions of the IV. These studies mostly report similar findings for both methods, however, none compare the methods directly.

So far, DID approaches have not been applied to this field of research. While FE models focus on changes within the cases of the treatment group and use a control group implicitly when confounders are controlled for, DID estimators explicitly use the changes in the control group in addition to the ones in the treatment group to estimate the causal effect. For identifying causal effects, Angrist and Pischke (2008) have shown the importance of a comparable control group. They use examples from educational and labor market research to illustrate the advantages of DID estimators. Using an adequate control group can help identify the causal effect of abdominal obesity on socioeconomic status and provide important new insights. Therefore, I will address this research gap by using DID estimators in addition to FE models to show which additional information can be gained concerning the obesity penalty.
Research Question and Hypotheses

The aim of this study is to apply FE models and DID estimators to the same research question to illustrate the value of using both methods. To do this, I focus on the research question: Is there a causal effect of obesity on socioeconomic status? Previous research has reported mixed results on this question, especially for Germany. By using two different approaches to estimate the causal effect, I will strengthen the results and show the advantages of each method.

From previous research, I derived two hypotheses concerning the causal effect of obesity on socioeconomic status. First, I expect that obesity decreases socioeconomic status. This hypothesis is usually referred to as the obesity penalty. It is assumed that because of different mechanisms such as discrimination, differences in human capital and productivity or health problems obesity leads to a lower socioeconomic status (Bozoyan & Wolbring, 2018).

Second, I expect that the negative effect of obesity on socioeconomic status is stronger for women than for men. It is often assumed that women are judged more harshly for their appearance and body weight than men (Caliendo & Gehr-sitz, 2016). Women have to comply with the norm for thinness more than men do (Magallares, 2016). Some research even indicates that overweight men are more privileged than other men (Cawley, 2004).

While the example of this study is the obesity penalty, the focus lies on the exploration of the benefits of combining FE models and DID estimators. Therefore, the main research question is: What are the advantages of using DID estimators in combination with Propensity Score Matching in addition to using FE models?

I argue that the DID approach can offer more information on the causal relationship between obesity and socioeconomic status. As will be shown in this study, the DID approach uses an explicit control group. Hence, it provides researchers with the chance to compare the development of the outcome variable in the treatment and control group. Furthermore, it requires a theoretical discussion of the comparability of treatment and control group.

Data & Methods

The next section will give an overview of the data and methods used. Since I will focus on discussing the use of FE models and DID estimators as methods of causal inference, I will present their advantages and disadvantages as well as their general logic and assumptions in more detail than usual.
Data

Both DID estimators and FE models usually require longitudinal data to estimate the causal effect of obesity on socioeconomic status. However, representative longitudinal data of the German adult population with a focus on health and the socioeconomic position of households or individuals is still sparse. Therefore, the German National Health Interview and Examination Survey 1998 (GNHIES98) and the German Health Interview and Examination Survey for Adults 2008 (DEGS1) conducted by the Robert Koch-Institute were combined to allow for panel analyses.

The German Health Interview and Examination Survey for Adults (DEGS) is the first representative longitudinal survey focusing on health and the socioeconomic position of adult respondents in Germany (Gößwald et al., 2012). The first wave of data was collected between 2008 and 2011. Respondents for DEGS1 were selected based on a previous study conducted by the Robert Koch-Institute: the German National Health Interview and Examination Survey 1998 (GNHIES98). Between 1997 and 1999, 7124 respondents were interviewed and examined for GNHIES98 (Thefeld et al., 1999). Those respondents who were still alive in 2008 were invited to also participate in DEGS1. Therefore, a longitudinal sample of 3959 respondents exists, covering two waves and a period of around ten years between the waves (Gößwald et al., 2012). Restricting the sample to cases with valid values for both the dependent and the central explanatory variable leads to 2835 cases that can be included in the analyses.

Both GNHIES98 and DEGS1 include medical interviews and medication history, health questionnaires and nutrition interviews, and laboratory and physical examinations. The data set contains anthropometric data such as height, body weight and waist circumference measured by health professionals as well as information on the socioeconomic situation of individuals and households (Scheidt-Nave et al., 2012, Gößwald et al., 2012). Hence, I chose this data set for the following analyses.

Variables

The dependent variable for the analyses is a socioeconomic status score that is provided by the Robert Koch-Institute and integrates information on the level of education, occupation and household income of the respondents. The socioeconomic status score is not a variable on the individual level, because it combines individual and household information. It creates a scale of socioeconomic status that integrates three different dimensions of social status (Lampert et al., 2013). For the subscale of education, schooling and vocational training of the respondents are combined and ranked from 1 (lowest education) to 7 (highest education). For the subscale of occupation, the jobs of the respondents and the main earners of their households
are compared and the higher occupational position of the two is ranked from 1 (lowest occupational position) to 7 (highest occupational position) according to the average wages earned in that profession. For the subscale of household income, weighted net household income was ranked from 1 (lowest income) to 7 (highest income). The three subscales were summed up to form a socioeconomic status score ranging from 3 to 21 (Winkler & Stolzenberg, 1999; Lampert et al., 2013). The socioeconomic status score is considered a quasi-metric variable (Lampert et al., 2013). Since the socioeconomic status score is a relative measure of the social position, changes in the score over time can occur even if educational level, occupation and household income of the respondents did not change between waves. The socioeconomic status score is normally distributed. For the analyzed sample of this study, the mean of the socioeconomic status score was 11.5 in GNHIES98 and 11.6 in DEGS1.

The central explanatory variable is abdominal obesity defined by waist circumference. Health professionals measured waist circumference during both waves of data collection. The measurement was standardized as much as possible. For GNHIES98, waist circumference was measured at the midway point between the lowest rib and the pelvic crest while respondents wore a light layer of clothing (Bergmann, 1999). The same method was used for DEGS1; however, respondents were measured wearing only their underwear (Haftenberger et al., 2016). This change in measurement between the two waves might lead to small differences in waist circumference, even if the body weight of the respondents did not vary. The mean waist circumference of the analyzed sample is 89.8cm in GNHIES98 and 93.8cm in DEGS1, so in general, the respondents gained weight between the two waves.

Using waist circumference, I created a binary variable for abdominal obesity as the treatment variable. The binary variable allows for an easy separation of the sample into treatment and control group. The World Health Organization provides the following cut-offs to define abdominal obesity by waist circumference: 88cm for women and 102cm for men (WHO, 2011). These cut-offs were employed to generate the binary variable for abdominal obesity. According to this new variable, 31% of the sample were obese in GNHIES98 and 44% in DEGS1. Since the focus of this paper is on the causal effect of obesity, respondents who were not obese in GNHIES98, but were obese in DEGS1 constitute the treatment group. Approximately 24% of the non-obese respondents in the first wave became obese by the second wave. While respondents who were not obese in both waves constitute the control group, respondents who were already obese in the first wave were excluded from the analyses (888 cases).
The Counterfactual Framework

This study analyzes the causal effect of obesity on socioeconomic status using observational data. For this purpose, the counterfactual framework allows the integration of causal analyses and observational data (Gangl, 2010). This is necessary since most research questions in the social sciences cannot be analyzed using randomized experiments due to ethical and practical restrictions (Leszczensky & Wolbring, 2019). Randomized experiments are usually considered the golden standard of causal inference because respondents are randomly selected into the treatment or the control group and thus selection bias is eliminated (Gangl, 2010).

In contrast, in observational studies treatments are assigned in a socially structured way and therefore treatment assignment and the expected outcome might be correlated (Gangl, 2010). To estimate the causal effect, it is necessary to disrupt this correlation by conditioning on covariates. The aim is to achieve conditional independence, which states, “conditional on covariates, variation in [treatment variable] D is as good as randomly assigned” (Gangl, 2010, p. 27). If the conditional independence assumption (CIA) holds, conditioning on the covariates will lead to unbiased causal effects.

The identification of causal effects is complex because, in theory, the individual causal effect is calculated by subtracting the outcome of a person i who receives the treatment \( Y_{i1} \) from the outcome of the same person i if they do not receive the treatment \( Y_{i0} \) (Rosenbaum & Rubin, 1983). The only difference between the two states of person i is the treatment status so that any changes in the outcome can be attributed to the treatment. In practice, it is not possible to observe the outcome of person i in both treatment states at the same time – so it is not possible to calculate the individual causal effect (Holland, 1986; Dehejia & Wahba, 1999).

Therefore, Holland introduced the following statistical solution: replace “the impossible-to-observe causal effect of “X” on a specific unit with the possible-to-estimate average causal effect of “X” over a population of units” (Holland, 1986, p. 947). This is unproblematic since the research interests in the social sciences usually focus more on average causal effects in groups than individual causal effects. Still, with the methods of causal analyses of observational data we can only explore the causal effect indirectly and under the validity of certain assumptions (Brüderl, 2010; Gangl, 2010).

The counterfactual framework proposes the use of counterfactuals to identify the average causal effect. Counterfactuals are defined as the unobservable outcome of person i if their treatment status had been different (Gangl, 2010; Pearl, 2009). In place of the unobservable outcome, observational data can be used to estimate the outcome the treatment group would have had, if they had not received the treatment (Oakes & Johnson, 2006). The estimation strategy of this counterfactual outcome is a very crucial decision because different methods use different
approaches. If plausible counterfactuals are estimated, they can be used to calculate the average causal effect, which is usually expressed as Average Treatment Effect on the Treated (ATT). To estimate the ATT for the treatment group, the counterfactual outcome \( Y_{i0} \) is subtracted from the observed outcome \( Y_{i1} \) (Dehejia & Wahba, 1999). The most important assumption is that no factors other than the treatment are responsible for the differences in the outcome of treatment and control group (Brüderl, 2010).

In this paper, I will highlight two different approaches of causal analysis: Fixed Effects (FE) models and Difference-in-Differences (DID) estimators. These methods use different approaches to estimate the counterfactuals and therefore underlie different assumptions. The aim of this paper is to show the advantages and disadvantages of both methods using a practical example from research on health and social inequalities.

**Fixed Effects Models**

Fixed Effects models have been employed widely in recent studies using panel data in the social sciences and are often used to evaluate the obesity penalty. FE models are appealing because they automatically condition on all time-constant unobserved heterogeneity (Gangl, 2010). Therefore, time-constant covariates cannot bias the causal effect. Thus, using FE models has clear advantages over traditional regressions (Brüderl, 2010).

Returning to the counterfactual framework of causality, the question is how FE models create the counterfactual to estimate the causal effect. In short, FE models estimate the causal effect within person \( i \) over time. The outcome of person \( i \) at time \( t1 \) before the treatment is used to construct the counterfactual. To estimate the causal effect this counterfactual is subtracted from the outcome of person \( i \) at time \( t2 \) after the treatment (Brüderl, 2010). Hence, the difference in the outcome between \( t2 \) and \( t1 \) is viewed as the causal effect.

Since FE models compare person \( i \) with itself, they automatically control for all unobserved heterogeneity that is time-constant (Brüderl, 2010). This is achieved through within transformation of the data. Within transformation removes the person-specific time-constant error by using only variation within individuals over time for the estimation of the treatment effect (Brüderl & Ludwig, 2015). Due to within transformation, the effect of characteristics of respondents that are stable over time is removed and thus changes in outcome are influenced only by treatment status, time-varying covariates and time-varying idiosyncratic error (Gangl, 2010). Therefore, the CIA is weaker than in traditional regression analysis; however, the assumption that time-varying unobserved characteristics do not bias the causal effect is still a strong one (Gangl, 2010).
Hence, the problem of unobserved heterogeneity that is not time-constant still remains (Hill et al., 2019). As long as information on the influencing factors that change over time is available in the data, conditioning on these variables will lead to unbiased estimates. Beyond that, the assumption of FE models is that there is no unobserved time-varying heterogeneity. Therefore, to strengthen the results of FE models, it is necessary to discuss explicitly which influencing factors might bias the causal effect and whether they can be controlled for in the model. Hence, substantive theoretical models must be the base of causal analysis (Gangl, 2010).

Further, within transformation of the data can also lead to higher risk of bias because only a selective group – the treated – contribute within information for the estimation (Gangl, 2010). This also enhances problems of measurement error due to misreporting or miscoding because small changes can lead to a big bias in the estimates (Angrist & Pischke, 2008). Additionally, FE models might also remove valuable information on the causal relationship of interest because of the within transformation of data.

**Difference-in-Differences Estimator and Propensity Score Matching**

Difference-in-Differences (DID) estimators use the same logic of comparing cases before and after treatment to estimate the causal effect (Gangl, 2010). However, DID estimators use the aggregate level, not the individual level (Angrist & Pischke, 2008). In contrast to FE models, DID estimators employ a control group to identify the causal effect of the treatment. Thus, the development of the outcome variable over time in the control group is used as the counterfactual for the changes in outcome the treatment group would have had, if they had not received the treatment (Halaby, 2004). DID estimates subtract the average change over time in the outcome variable of the control group from the average change over time in the outcome variable of the treatment group (Halaby, 2004; Stuart et al., 2014). Consequently, DID estimators condition on all group-specific time-constant unobserved heterogeneity (Gangl, 2010).

Additionally, DID estimators can reduce time-varying unobserved heterogeneity by using a control group. However, the central assumption of the DID approach is the parallel trends assumption: it is assumed that treatment and control group would have had the same development over time if the treatment had not happened in the treatment group (Caniglia & Murray, 2020; Cataife & Pagano, 2017). Therefore, the choice of control group is of utmost importance, as is shown by Angrist and Pischke (2008). If the parallel trends assumption does not hold, the DID estimate will be biased because the effect of time-varying unobserved heterogeneity is not statistically controlled for (Cataife & Pagano, 2017).
Similar to CIA in the case of FE models, the parallel trends assumption cannot be proven in a mathematical sense; however, it can be made plausible through theoretical arguments. One way to strengthen the assumption is to use Propensity Score Matching to weight the control group so it matches the treatment group in all relevant aspects (Godard-Sebillotte et al., 2019, Stuart et al., 2014; Heckman et al., 1997). Due to Propensity Score Matching, the treatment and control group are comparable to each other before the treatment. Therefore, it is more plausible that their further development would have been similar if the treatment had not happened (Caniglia & Murray, 2020; Cataife & Pagano, 2017). However, the selection of covariates chosen for Propensity Score Matching must be based on a strong theoretical model.

Since Propensity Score Matching was employed in the following analyses, a brief description of this method will be provided. The Propensity Score is “defined as the conditional probability of assignment to a particular treatment given a vector of observed covariates” (Rosenbaum & Rubin, 1983, p. 41). Conditioning on the Propensity Score, there should be no difference in the probability of receiving the treatment between the treatment and control group. Thus, it is used to reduce the bias that exists in observational data due to self-selection into the treatment (Austin, 2007).

The Propensity Score is usually estimated via logit models, using the treatment as the dependent variable (Gangl, 2010). The relevant covariates that influence the probability of receiving the treatment are used as independent variables in these models (Oaks & Johnson, 2006). The covariates are chosen based on theoretical considerations (Rosenbaum & Rubin, 1983), usually based on the idea of d-separation (Pearl, 2009, p. 106): all paths that could bias the effect of the treatment on the outcome are closed conditioning on the Propensity Score. Thus, the causal effect can be estimated (Pearl, 2009).

Once the Propensity Score has been estimated, treatment and control group can be matched accordingly. The aim is to pair a treated and a control case with very similar Propensity Score values and compare their outcome. In practice, Propensity Score Matching is a way of weighting the data so that treatment and control group are comparable (Dehejia & Wahba, 2002). After Propensity Score Matching, the DID estimate can be used to calculate the causal effect.

In conclusion, DID estimators condition on group-specific time-constant unobserved heterogeneity. Propensity Score Matching will provide an adequate control group for the estimation if all relevant covariates are available in the data and a good matching quality can be achieved. Therefore, the DID estimator after Propensity Score Matching will also reduce unobserved time-varying heterogeneity, as long as the parallel trends assumption holds. However, the assumption that time-varying unobserved characteristics influence treatment and control group in
exactly the same way and therefore do not bias the DID estimator is still a strong one (Cataife & Pagano, 2017).

**Analytical Strategy**

After this brief overview of Fixed Effects models and Difference-in-Differences estimators, I will discuss the concrete analytical approach in this section.

First, I estimated several FE models. In these models, the dependent variable is the socioeconomic status score. Abdominal obesity constitutes the treatment variable. I excluded respondents that were pregnant during one of the interviews (4 cases) and disabled respondents (600 cases) from the analyses.

FE models control for time-invariant heterogeneity, however, time-varying heterogeneity might bias the effect. Therefore, the following time-variant control variables were chosen: marital status, number of adults and children in the household, years of education and age as well as age squared. Changes in marital status and household composition can directly affect socioeconomic status on the household level. At the same time, changes in marital status and household composition can influence body weight (Huyer-May, 2018). Changes in education directly affect socioeconomic status and can influence body weight indirectly through changes in health behavior (Brunello et al., 2013). Age affects both body weight and socioeconomic status positively but not necessarily linearly, thus it is a confounder of the causal relationship under study (Schienkiwitz et al., 2017; Krause & Schäfer, 2005). Respondents who had missing values on any of the control variables were excluded. I will present the results of the FE models with and without control variables. Separate models were estimated for men and women since the effect of obesity on socioeconomic status could vary by gender.

Second, I used Propensity Score Matching to prepare the data for the DID estimator. The choice of covariates to include in the estimation of the Propensity Score is of utmost importance. To allow for the interpretation of the DID estimator as a causal effect, all relevant variables need to be included as covariates in the estimation of the Propensity Score. Following a method introduced by Shrier and Platt (2008), I developed an explanatory model for the causal effect of obesity on socioeconomic status (Figure 1). Going through the six steps of the method led to the following list of covariates to include in the Propensity Score: gender, age, educational level, marital status and number of adults and children in the household, disability, diet and exercise. I estimated the Propensity Score using logit models including these covariates that were measured before the treatment. Respondents who had missing values on any of these variables were excluded.

After estimating the Propensity Score, I chose a matching algorithm. To identify the causal effect, a high matching-quality must be achieved. On the one hand, the overlap of the treatment and control group must be sufficient (Gangl, 2010).
Therefore, there must be a reasonable number of respondents in each group that have a comparable Propensity Score (Figure 2, bottom). On the other hand, the matching algorithm that achieves the highest similarity in the chosen covariates between treatment and control group must be chosen. The best fit in this case was achieved using Radius Matching (Figure 2, top). Radius Matching is a variation of Caliper Matching where all possible matches with a certain maximum distance in the Propensity Score are used to create the counterfactual of each treated case (Caliendo & Kopeinig, 2008).
Figure 2  Bias reduction due to Propensity Score Matching (top) and overlap in the Propensity Score in treatment and control group (bottom) achieved through Radius Matching (Data: DEGS1 & GNHIES98)
Third, I calculated the DID estimator after Propensity Score Matching using the PSMATCH2 Stata module by Leuven and Sianesi (2003). Respondents who were already obese in the first wave of data collection and pregnant respondents were excluded. As the dependent variable, I used the socioeconomic status score and calculated the difference in the score between the first and second wave. This difference represents the change in socioeconomic status for each respondent during the observation period. The DID estimator then shows the difference in the changes over time between treatment and control group. I used bootstrapping to calculate standard errors (Gangl, 2010). Men and women were analyzed separately in case the causal effect varies by gender. The Propensity Score Matching process was repeated for each DID estimation.

Results

First, I will present the results of the FE models (Table 1). Model 1 represents the full sample and only includes the treatment variable without other covariates. Abdominal obesity has a non-significant positive effect on socioeconomic status according to Model 1 (b = .197, p = .138). We can see a non-significant .197 scale-points increase in socioeconomic status (on a scale ranging from 3-21) when respondents become obese. However, this result can be biased due to time-varying heterogeneity. Model 2 shows the results for the whole sample after conditioning on the time-varying control variables. The effect is still not statistically significant; however, it is now negative (b = -.05, p = .719). Controlling for changes in education, age, marital status, and composition of household, we see a slight decrease of socioeconomic status in respondents who become obese.

We observe the same pattern in the separate models for men and women. Model 3 shows a non-significant positive effect of abdominal obesity for female respondents (b = .154, p = .368). However, after conditioning on the control variables, in Model 4 the non-significant effect is negative (b = -.097, p = .607). For male respondents, the effect is not significant and positive in Model 5 (b = .256, p = .222) and not significant and negative in Model 6 after controlling for confounders (b = -.067, p = .747).

For both female and male respondents, FE models do not identify a significant causal effect of abdominal obesity on socioeconomic status. While the effect appears positive when confounders are not controlled for, it is negative after conditioning on the control variables. Respondents who become obese see a small decrease in socioeconomic status because of their obesity. However, this finding is not statistically significant and may therefore be due to chance.

Second, I will present the results of the DID estimator after Propensity Score Matching. Table 2 shows the findings for the full sample. The results are more illu-
## Table 1  Fixed Effects models, dependent variable: Socioeconomic Status Score

<table>
<thead>
<tr>
<th></th>
<th>Model 1 Full Sample</th>
<th>Model 2 Full Sample</th>
<th>Model 3 Female Respondents</th>
<th>Model 4 Female Respondents</th>
<th>Model 5 Male Respondents</th>
<th>Model 6 Male Respondents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obesity</td>
<td>.197 (.138)</td>
<td>-.050 (.719)</td>
<td>.154 (.368)</td>
<td>-.097 (.607)</td>
<td>.256 (.222)</td>
<td>-.067 (.747)</td>
</tr>
<tr>
<td>Conditioning on Controls</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>σ_u</td>
<td>3.324</td>
<td>2.665</td>
<td>3.121</td>
<td>2.592</td>
<td>3.523</td>
<td>2.754</td>
</tr>
<tr>
<td>σ_e</td>
<td>1.804</td>
<td>1.630</td>
<td>1.764</td>
<td>1.627</td>
<td>1.848</td>
<td>1.627</td>
</tr>
<tr>
<td>ρ</td>
<td>.773</td>
<td>.728</td>
<td>.758</td>
<td>.717</td>
<td>.784</td>
<td>.741</td>
</tr>
<tr>
<td>Within-R²</td>
<td>.001</td>
<td>.192</td>
<td>.001</td>
<td>.163</td>
<td>.002</td>
<td>.240</td>
</tr>
<tr>
<td>Observations</td>
<td>3,761</td>
<td>3,761</td>
<td>1,972</td>
<td>1,972</td>
<td>1,789</td>
<td>1,789</td>
</tr>
<tr>
<td>Groups</td>
<td>2,209</td>
<td>2,209</td>
<td>1,157</td>
<td>1,157</td>
<td>1,052</td>
<td>1,052</td>
</tr>
</tbody>
</table>

*Note.* Data: DEGS1 & GNHIES98; Obesity: abdominal obesity (>88cm Waist Circumference for women, >102cm Waist Circumference for men); Control variables: years of education, marital status, number of adults and children in household, age, age²; p-values in parentheses; σ_u error due to differences between units, σ_e error due to differences within units, ρ proportion of variance due to unit effects

## Table 2  Difference-in-Differences estimator of the full sample; dependent variable: Socioeconomic Status Score

<table>
<thead>
<tr>
<th>Propensity Score Matching</th>
<th>Treatment Group</th>
<th>Control Group</th>
<th>DID Estimator</th>
<th>S.E.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before</td>
<td>.107</td>
<td>.276</td>
<td>-.169</td>
<td>.135</td>
</tr>
<tr>
<td>After</td>
<td>.100</td>
<td>.085</td>
<td>.015</td>
<td>.128</td>
</tr>
</tbody>
</table>

*Note.* Data: GNHIES98 & DEGS1, Treatment: abdominal obesity (>88cm Waist Circumference for women, >102cm Waist Circumference for men); 1 S.E. boot-strapped (1000 repetitions)
minating than in the FE models. We can see the changes in socioeconomic status in the treatment and control group before and after Propensity Score Matching as well as the DID estimator.

Before Propensity Score Matching, both treatment and control group see an increase in socioeconomic status over time. However, the increase of .276 points for the control group is larger than the increase of .107 in the treatment group. Therefore, the DID estimator before Propensity Score Matching is negative with -.169 points on the socioeconomic status score. This effect cannot be interpreted as causal, though, because differences in the composition of treatment and control group bias the results.

The bias becomes apparent when we consider the findings after Propensity Score Matching. While the increase in socioeconomic status for the treated group is only marginally smaller with .1 points, the increase of the control group is reduced to .085 points. The DID estimator is now positive with .015; however, it is not statistically significant. The finding that respondents who become obese gain less socioeconomic status over time than people who stay non-obese is explained by differences in the composition of both groups.

Table 3 shows the results for the female respondents. In this subgroup, the DID estimator is negative both before and after Propensity Score Matching. We can see that both the treatment and the control group experience an increase in socioeconomic status over time; however, the increase is only .041 in the treated group and .291 in the untreated group before Propensity Score Matching. After Propensity Score Matching, the DID estimator is not statistically significant with -.042 points. Among the female respondents, the differences in the changes in socioeconomic status over time between treatment and control group can be mostly explained by the different composition of the groups.

<table>
<thead>
<tr>
<th>Propensity Score Matching</th>
<th>Treatment Group</th>
<th>Control Group</th>
<th>DID Estimator</th>
<th>S.E.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before</td>
<td>.041</td>
<td>.291</td>
<td>-.249</td>
<td>.182</td>
</tr>
<tr>
<td>After</td>
<td>.033</td>
<td>.076</td>
<td>-.042</td>
<td>.173</td>
</tr>
</tbody>
</table>

N (on support) 251 722
N (off support) 1 0

Note. Data: GNHIES98 & DEGS1, Treatment: abdominal obesity (>88cm Waist Circumference for women, >102cm Waist Circumference for men); ^ S.E. boot-strapped (1000 repetitions)
Considering the male respondents, the findings are very similar. Table 4 shows that both treatment and control group see an increase in socioeconomic status over time both before and after Propensity Score Matching. The DID estimator after Propensity Score Matching is not statistically significant with .029 points. The differences in growth of socioeconomic status between treatment and control group over time can be explained by the different composition of the groups.

In conclusion, both FE models and DID estimators after Propensity Score Matching do not identify a causal effect of obesity on socioeconomic status. This is surprising because most previous studies find a negative effect of obesity on different aspects of socioeconomic status for women (Cawley, 2004; Han et al., 2009; Sabia & Rees, 2012, Katsaiti & Shamsuddin, 2016; Ahn et al., 2019; Lee et al., 2019). Others confirmed the obesity penalty for men as well (Baum & Ford, 2004; Wada & Tekin, 2010; Harris, 2019). Studies that cannot find a significant effect of body weight on socioeconomic status are rare. Bozoyan and Wolbring (2011) also do not find a significant effect of body weight on socioeconomic status. They use data from Germany and wages as dependent variable. Similarly, Cawley et al. (2005) use the IV method and find no significant effect of obesity on wages with German data. Thus, the presented results of this study are consistent with some previous research.

**Table 4** Difference-in-Differences estimator for male respondents; dependent variable: Socioeconomic Status Score

<table>
<thead>
<tr>
<th>Propensity Score Matching</th>
<th>Treatment Group</th>
<th>Control Group</th>
<th>DID Estimator</th>
<th>S.E.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before</td>
<td>.187</td>
<td>.262</td>
<td>-.075</td>
<td>.202</td>
</tr>
<tr>
<td>After</td>
<td>.187</td>
<td>.159</td>
<td>.029</td>
<td>.198</td>
</tr>
</tbody>
</table>

Note. Data: GNHIES98 & DEGS1, Treatment: abdominal obesity (>88cm Waist Circumference for women, >102cm Waist Circumference for men); 1 S.E. boot-strapped (1000 repetitions)
Discussion

The findings do not lend support to the first two hypotheses. Neither method shows a significant negative effect of abdominal obesity on socioeconomic status. Considering men and women separately, there is no significant effect of abdominal obesity on socioeconomic status for either gender. In conclusion, there is no evidence for an obesity penalty for adults in Germany. While respondents who become obese in general have fewer points on the socioeconomic status score than respondents who are not obese, this difference does not change over time because of obesity.

However, the aim of this study was to discuss the potential of using DID estimators combined with Propensity Score Matching in addition to FE models. The results indicate that using DID estimators can lead to more information on the obesity penalty because it explicitly estimates the outcome changes of the control group in addition to the treatment group. I find an increase of socioeconomic status for both the treatment and control group over time and differences in this increase are due to the different composition of these groups. Further, the use of Propensity Score Matching strengthens the focus on the correct choice of covariates based on theoretical considerations to achieve an unbiased causal effect.

FE models and DID estimators mainly differ in the way they construct the counterfactual to estimate the causal effect. While FE models use comparisons within individuals before and after treatment and construct the counterfactual from the before-measurement of the outcome, DID estimates compare the development in the outcome over time between a treatment and a control group. This has important implications for the results.

Since FE models compare the same individual before and after treatment, all time-constant heterogeneity cannot bias the causal effect (Brüderl, 2010). Therefore, these characteristics cannot be included and furthermore they need not be measured or even known (Angrist & Pischke, 2008). However, time-variant heterogeneity must be controlled for or it will bias the results (Hill et al., 2019). In comparison, DID estimators automatically control for time-variant heterogeneity, assuming it is the same in the treatment and control group (Cataife & Pagano, 2017). As long as the parallel trends assumption holds, these characteristics need not be measured or known. Thus, it is of utmost importance for the DID estimator that an adequate control group is found or constructed (Angrist & Pischke, 2008). One way of achieving such a control group is Propensity Score Matching (Godard-Sebillotte et al., 2019; Stuart et al., 2014). A drawback of this approach is the amount of covariates necessary to estimate the Propensity Score.

To produce unbiased causal effects, both methods need covariates based on theoretical considerations (Gangl, 2010). Usually, the theoretical model behind the chosen covariates stays implicit in many studies. None of the previous studies on the obesity penalty presents theoretical considerations as a base for their control
variables. For example, some studies use general health status as a control variable (Wada & Tekin, 2010; Bozoyan & Wolbring, 2011; Katsaiti & Shamsuddin, 2016; Lee et al., 2019; Ahn et al., 2020) even though it can be argued that general health is a causal link through which obesity influences socioeconomic status. This issue is not discussed in the studies. Some studies also include information on perceived discrimination without discussing the theoretical implications (Lee et al., 2019; Ahn et al., 2020). In general, none of the previous studies that use FE models discusses the explanatory model that their chosen covariates are based on.

While any causal analysis should make these decisions explicit, it is much more common in studies that use DID estimators because they have to discuss the parallel trends assumption. In addition, using Propensity Score Matching increases the need to describe the theoretical model and the method of choosing the covariates explicitly (Imbens, 2019; Gangl, 2010). Furthermore, with Propensity Score Matching there exist different methods to confirm matching quality. For example, figures showing the overlap in the Propensity Score of treatment and control group illustrate whether the groups are even similar enough to be compared (Dehejia & Wahba, 2002; Gangl, 2010). Usually there is no similar discussions about FE models and their quality in bias reduction.

Another way of looking at this is through considering the assumptions behind these two methods. The main assumption for FE models is that there would be no change in the outcome variable if there were no treatment (Brüderl, 2010). Meanwhile the main assumption if DID estimators is that the change in the treatment and control group would be the same if there were no treatment. Both are strong assumptions, even though some might argue that the one in FE models is stronger than the DID one because the counterfactual outcome at t2 itself has to be equal to the observed one, not only the counterfactual difference in outcome (Caniglia & Murray, 2020, p. 209).

However, it all comes down to theoretical considerations and well-chosen covariates. Using FE models, we must focus on the changes over time that occur simultaneously as respondents become obese. If important time-variant confounders cannot be controlled for, then the causal effect cannot be estimated. Employing DID estimators, we must concentrate on the differences of people who become obese and those who do not. If there is no adequate control group and none can be constructed using methods like Propensity Score Matching, then DID estimators will be biased. Thus, both methods have slightly different perspectives on causal effects and can therefore be considered complementary.

The main point of this study is to show the potential of adding DID approaches in combination with Propensity Score Matching in future research on the obesity penalty. Apart from the advantages already discussed, the explicit look at the control group within the DID approach is a great benefit.
Considering the results of the DID estimators again, we can derive some important new information. If we look at the DID estimator before Propensity Score Matching, we find a negative effect of abdominal obesity on socioeconomic status. We expect this finding according to the framework of the obesity penalty. However, after Propensity Score Matching this finding does not hold. Since there is no significant DID estimator after Propensity Score Matching, I conclude that the differences in the development of socioeconomic status between treatment and control group can be explained by their different composition. One important aspect is educational level: while higher educational level decreases the risk of becoming obese, it also leads to better job opportunities and higher income. If treatment and control group were comparable in their composition, becoming obese would not lead to differences in the growth of socioeconomic status. Future research into these characteristics could employ decomposition analysis to gain more knowledge about the relative importance of factors that influence the probability of becoming obese and the growth of socioeconomic status over time.

Additionally, we can also see from the results presented with the DID estimator, that both treatment and control group increased their socioeconomic status over time. The negative DID estimator shows us, that the increase in the treated group is smaller than the increase in the untreated group; however, both groups in general gain more socioeconomic status between the two waves. This is also valuable information concerning the obesity penalty. Potentially, the obesity penalty is not a decrease in socioeconomic status of the obese, but rather a slowed growth or stagnation in status. Looking closely at the DID results illustrates that well.

To sum up, the following advantages of the DID approach should be noted: First, the development in the outcome variable for treatment and control group is made explicit. Second, the DID estimator can be calculated before and after Propensity Score Matching to reduce bias due to the different composition of the groups. Third, the theoretical framework behind the choice of covariates for Propensity Score Matching and the parallel trend assumption must be made explicit and discussed.

The aim of this study is to show the advantages of combining FE models and DID estimates, and I have applied these methods in an example concerning obesity and socioeconomic status. I used data collected by the Robert Koch-Institute that have some clear limitations. First, so far there are only two waves of data available. Both FE models and DID estimators would benefit from a dataset with more waves included. Second, the two waves cover a period of about ten years. While this leads to a sufficient number of people who become obese between the two waves, it also leads to a lot of uncertainty about what happened within those ten years. For example, people could have become obese and then lost weight again before the second wave of data collection. We also have no information on when exactly respondents became obese within those ten years. This could influence whether
and how their socioeconomic status changed. Third, socioeconomic status is a variable on the household level. Therefore, other members of the household might level out changes in wages, income or job position that occur because of weight gain, especially for female respondents. Unfortunately, this is the only variable for socioeconomic status that has been measured for both waves of data. Thus, the presented results concerning the causal effect of obesity on socioeconomic status in Germany should be interpreted with caution and further research and better data on this topic are necessary.

In conclusion, the DID approach offers a new perspective and new insights in the obesity penalty. Evidently, the obesity penalty can be understood as a slowed growth or stagnation instead of a decrease in socioeconomic status. If obese individuals are more likely to have less favorable positive trends in socioeconomic status over time than other individuals, using DID estimates demonstrates the obesity penalty more effectively than using only FE models. Therefore, future research should employ the DID approach in addition to FE models to gain more information on the complex relationship of obesity and socioeconomic status.
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