
DOI: 10.12758/mda.2017.01methods, data, analyses | Vol. 11(2), 2017, pp. 115-134

Some Methodological Uses of Responses 
to Open Questions and Other Verbatim 
Comments in Quantitative Surveys

Eleanor Singer & Mick P. Couper
Survey Research Center, University of Michigan

Abstract
The use of open-ended questions in survey research has a very long history. In this paper, 
building on the work of Paul F. Lazarsfeld and Howard Schuman, we review the meth-
odological uses of open-ended questions and verbatim responses in surveys. We draw on 
prior research, our own and that of others, to argue for increasing the use of open-ended 
questions in quantitative surveys. The addition of open-ended questions – and the capture 
and analysis of respondents’ verbatim responses to other types of questions – may yield 
important insights, not only into respondents’ substantive answers, but also into how they 
understand the questions we ask and arrive at an answer. Adding a limited number of such 
questions to computerized surveys, whether self- or interviewer-administered, is neither 
expensive nor time-consuming, and in our experience respondents are quite willing and 
able to answer such questions. 
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1 Introduction
More than 75 years ago Lazarsfeld (1935), in “The Art of Asking Why,” offered 
advice on the proper (and improper) deployment of open-ended questions. He iden-
tified six main functions of the open-ended interview: clarifying the meaning of a 
respondent’s answer, singling out the decisive aspects of an opinion, discovering 
what has influenced an opinion, determining complex attitude questions, interpret-
ing motivations, and clarifying statistical relationships. In “The Controversy over 
the Detailed Interview – An Offer for Negotiation,” prepared in response to an invi-
tation to adjudicate professional disagreements over the relative merits of closed 
versus open-ended questions, he argued that both open and closed questions should 
be used in a comprehensive research program (Lazarsfeld, 1944).

Over time, the economics of survey research gradually drove out open-ended 
interviewing as a technique for quantitative large-scale studies (cf. Geer, 1991). But 
about a quarter century later Howard Schuman proposed an ingenious solution to 
the cost dilemma. In “The Random Probe” (1966), he pointed out that most of 
the functions of open-ended questions noted by Lazarsfeld could, in fact, be ful-
filled by probing a randomly selected subset of responses to closed-ended ques-
tions with open-ended follow-ups. Such probes could be used to clarify reasons 
for the response, clear up ambiguities, and explore responses that fell outside the 
expected range of answers. Because they would be put only to a subset of respon-
dents, they would reduce the cost of recording and coding; but since the subsample 
was randomly selected, the results could be generalized to the sample as a whole. 
Schuman himself has made much use of this technique over his long career in 
survey research, reprised in his most recent book, Meaning and Method (2008). 
Nevertheless, the promise of this approach has not yet been fully realized, despite 
the development of technologies that make it even easier to implement today. 

Here, we review several primarily methodological uses of open-ended ques-
tions and give examples drawn from our own research as well as that of others. 
We believe the adaptation of open-ended questions to some functions in quantita-
tive surveys for which they have not previously been used, or used only rarely, 
will result in more respondent-focused surveys and more accurate and useful data. 
The paper argues for more inclusion of open-ended questions in quantitative sur-
veys and discusses the technological and methodological advances that facilitate 
such inclusion. The major advantage of embedding such questions in actual surveys 
rather than restricting their use to qualitative interviews is the breadth and rep-
resentativeness of coverage they provide at little additional cost. Such use should 
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complement, not replace, the use of open questions and verbatim responses during 
the instrument development and pretesting process. 

We take a broad perspective on open questions in this paper, including any 
question where the respondent’s answers are not limited to a set of predefined 
response options. Couper, Kennedy, Conrad, and Tourangeau (2011) review differ-
ent types of such responses, including questions eliciting narrative responses (e.g., 
“What is the biggest problem facing the country today?”) and those soliciting a 
numeric response (e.g., “During the past 12 months, how many times have you seen 
or talked with a doctor about your health?”). We include all these types, and expand 
the notion to include verbatim responses to closed questions that do not fall within 
the prescribed set of response alternatives. 

2 Why Add Open-Ended Questions to Surveys?
As already noted, Schuman (1966) proposed following some closed questions with 
open-ended probes administered to a random sample of respondents in order to 
clarify their answers and – which is often forgotten – to establish the validity of 
closed questions (Schuman & Presser, 1979). We believe such probes can serve a 
number of other important functions as well. For all of these, embedding the probes 
in ongoing surveys has clear benefits. First, there is a good chance of capturing 
the full range of possible responses, since the survey is administered to a random 
sample of the target population; and second, if the survey is web-based or admin-
istered by an interviewer using a computer, the responses can be captured digitally, 
facilitating automatic transcription or computer-assisted coding, in turn reducing 
the cost and effort involved in analyzing the responses. Such “random probes” thus 
provide a useful addition, and in some cases an alternative, to a small number of 
qualitative interviews administered to convenience samples.

In what follows, we identify seven primarily methodological uses of open-
ended questions: Understanding reasons for reluctance or refusal; determining the 
range of options to be used in closed-ended questions; evaluating how well ques-
tions work; testing methodological theories and hypotheses; checking for errors; 
encouraging more truthful answers; and providing an opportunity for feedback. 
We omit another frequent use of open-ended questions – namely, as an indicator of 
response quality (e.g. Galesic & Bosnjak, 2009; for a summary of this use of open-
ended questions in incentive experiments see Singer & Kulka, 2002).
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2.1 Understanding Reasons for Refusal

The first use of open responses lies outside the traditional domain of standardized 
survey instruments. Introductory interactions were long thought of as something 
external to the survey itself, and therefore as something not subject to systematic 
measurement. However, the early pioneering work of Morton-Williams (1993; see 
also Morton-Williams & Young, 1987) showed that systematic information can 
be collected about these interactions and used for quantitative analysis, and a few 
studies have collected systematic data about “doorstep interactions” between inter-
viewers and respondents in an effort to use respondent comments to predict the 
likelihood of response and allow interviewers to “tailor” their comments to specific 
respondent concerns (Morton-Williams & Young, 1987; Morton-Williams, 1993; 
Groves & Couper, 1996; Campanelli et al., 1997; Couper, 1997; Sturgis & Campan-
elli, 1998; Groves & McGonagle, 2001; Couper & Groves, 2002; Bates et al., 2008). 

In an early paper, Couper (1997) demonstrated that there is some veracity to 
the reasons sample persons give for not wanting to participate in a survey. Those 
who say “not interested” did indeed appear to be less interested, engaged, and 
knowledgeable about the topic (elections) than those (for example) who gave “too 
busy” as a reason. Interviewer observations are now a standard part of many survey 
data collection protocols. Often the verbatim reactions of householders to the sur-
vey request are field-coded by interviewers. Recent efforts have focused on improv-
ing the quality of such observations (see, e.g., West, 2013; West & Kreuter, 2013, 
2015).

For example, the US Census Bureau makes data from its contact history 
instrument (CHI; see, e.g., Tan, 2011), which systematically captures information 
on interviewer-householder interactions, available to researchers. The CHI provides 
information about the characteristics of all sample members with whom contact 
was made, permitting not only the tailoring of subsequent contacts to counteract 
reservations that may have been expressed at the prior encounter, but also to predict 
what kinds of responses are likely to lead to final refusals and which are suscep-
tible of conversion. Bates, Dahlhamer, and Singer (2008), for example, analyzed 
the effect of various respondent concerns, expressed during a personal contact with 
an interviewer, on cooperation with the National Health Interview Survey. While 
acknowledging various limitations of the CHI instrument, including the fact that 
recording and coding the concerns involve subjective judgments by interviewers 
as well as possible recall error if such concerns are not recorded immediately, the 
authors report a number of useful findings in need of replication. Thus, for exam-
ple, although 23.9% of households claimed they were “too busy” to do the inter-
view during at least one contact, 72.8% of households expressing this concern never 
refused and only 10.3% were final refusals. Similarly, although 13.3% of households 
expressed privacy concerns, 62.9% of those expressing privacy concerns never 
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refused, and only 13.9% were final refusals. On the other hand, 34.1% of those 
(12.7% of households) saying “not interested” and “don’t want to be bothered” never 
became respondents (ibid., Table 1). Because interactions between interviewers and 
respondents were not recorded verbatim in this study, we can only surmise why 
certain concerns were more amenable to mitigation than others, or guess at which 
interviewer conversational strategies might have been successful. While early meth-
odological studies (most notably Morton-Williams, 1993) had interviewers tape-
record the doorstep interactions, most subsequent work has required interviewers to 
report their observations of the interaction, a process subject to measurement error. 
Portable, unobtrusive digital recorders, increasingly an integral component of the 
laptop and tablet computers interviewers are using for data collection, make such 
doorstep recording increasingly feasible.1 Recording of introductory interactions in 
telephone surveys is logistically even easier (e.g., Couper & Groves, 2002; Benki et 
al., 2011; Conrad et al., 2013).

Modes of interviewing that record the entire interaction, rather than manually 
recording only the respondent’s concern, could begin to provide answers to ques-
tions relating to the process of gaining cooperation. For example, Maynard, Freese, 
and Schaeffer (2010) draw on conversation-analytic methods and research to ana-
lyze interviewer-respondent interactions in order to better understand the process 
of requesting and obtaining participation in a survey interview. The authors state, 
“This article contributes to understanding the social action of requesting and spe-
cifically how we might use insights from analyses of interaction to increase coop-
eration with requests to participate in surveys.” Or, as the authors of the CHI paper 
note, “The potential of these new data to expand our understanding of survey par-
ticipation seems great since they are collected at every contact, across modes, and 
across several different demographic surveys for which the US Census Bureau is 
the collecting agent.” Indeed, they include an analysis of Consumer Expenditure 
Survey Data that replicates key findings of the main analysis (Bates et al., 2008).

2.2 Determining the Range of Options to Be Offered in 
Closed-Ended Questions 

In “The Open and Closed Question”, Schuman and Presser (1979) talk about 
the two main functions of open-ended questions: Making sure that all possible 
response options are included in the final questionnaire, and avoiding bias. They 
investigate experimentally how closely the coding of responses to an open-ended 
question replicates the a priori response alternatives assigned to a question about 
the importance of different aspects of work. Schuman has also talked about the 

1 Note, however, that the technical developments do not address the informed consent 
issues raised by recording such introductory interactions.
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importance of ascertaining the full range of response options to controversial ques-
tions before constructing a questionnaire. What, for example, is the most extreme 
response option to a question about the conditions under which abortion should be 
forbidden? Is it the termination of any pregnancy, however brief, or does it extend 
to the prevention of conception after unprotected intercourse, or even to the use of 
contraception? Schuman has suggested talking to groups holding extreme positions 
on both sides of a controversial issue before drafting questions about it. A possibly 
attractive alternative is to include the question in open-ended form – e.g., “What 
kinds of actions would you include in a definition of abortion?” – on a survey of 
a random sample of the target population which precedes the planned survey on 
abortion attitudes. Such a question should yield not only the extremes but also a 
distribution of intermediate responses. This is analogous to doing a small number 
of qualitative, semi-structured interviews prior to fielding a questionnaire, but has 
the advantage of doing so with a larger, more diverse sample in an ongoing survey 
at marginal cost. Behr et al. (2012, 2013, 2014) have investigated some factors con-
tributing to the success of such probes in web surveys.

2.3 Evaluating How Well Questions Work

Just as open questions administered to a random sample can be useful in develop-
ing a questionnaire, so they can be useful in evaluating how well questions work 
in an actual survey. Martin (2004) discusses at length the use of open and closed 
debriefing questions administered after the main survey for evaluating respondents’ 
understanding of key questions. Such questions have been used to measure the 
accuracy of respondents’ interpretation of terminology, questions, or instructions; 
to gauge respondents’ reactions or thoughts during questioning; and to obtain direct 
measures of missed or misreported information (e.g. Belson, 1981; DeMaio, 1983; 
DeMaio & Rothgeb, 1996; Oksenberg et al., 1991; Schuman, 1966). Hess and Singer 
(1995), for example, used open as well as closed questions administered to a ran-
dom subsample of respondents to see how well respondents understood questions 
on a Food Insecurity supplement and how reliably some questions were answered.

Given the increasing ease with which digital recordings of the entire inter-
view can be captured for analysis, verbatim responses to closed-ended questions in 
interviewer-administered surveys are becoming increasingly useful for evaluating 
the performance of survey questions. In the days of paper-and-pencil surveys, inter-
viewers recorded the interviews on tape recorders. These were painstakingly coded 
and analyzed using methods such as behavior coding (see, e.g., Fowler & Cannell, 
1996) or conversational-analytic methods (e.g., Schaeffer & Maynard, 1996; May-
nard et al., 2002), often only in small pretests. Digital recordings integrated into 
computer-assisted interviewing (CAI) software make the task of finding responses 
to specific questions much easier. While much of the focus of this work has been on 
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evaluating interviewers, we believe such recordings are a valuable tool for evaluat-
ing survey questions. Indeed, Cannell and Oksenberg (1988) identified three main 
objectives of interview observation: 1) to monitor interviewer performance, 2) to 
identify survey questions that cause problems for the interviewer or respondent, and 
3) to provide basic data for methodological studies. 

To give one recent example: in the process of developing an online version 
of the Health and Retirement Study (see http://hrsonline.isr.umich.edu/) instru-
ment, we were struggling with how to refer to family members (siblings or children) 
who had died since the last wave of data collection. HRS staff selected a number 
of recordings from the prior interviewer-administered wave of the survey where 
the data revealed a death of a sibling or child. By listening to these interactions, 
they were able to determine that the term “deceased” was used more frequently 
than “passed (away)” or other terms when referring to such family members. This 
enabled us to recommend appropriate wording for the online version of the survey.

Other examples of such targeted analysis include identifying questions with 
high rates of missing data to understand how respondents are communicating 
their responses; identifying concerns expressed about in-survey consent requests; 
understanding how respondents might qualify their answers in response to ques-
tions asking for exact qualities (e.g., income or assets, life expectancy probability, 
etc.); and the like. Both survey data and paradata can be used to identify questions 
for more detailed examination, whether qualitative or quantitative. We believe this 
is an under-utilized opportunity to use existing digital recordings to evaluate and 
improve survey questions. 

2.4 Testing Methodological Theories and Hypotheses

Porst and von Briel (1995), Singer (2003), and Couper et al. (2008, 2010) have used 
open-ended questions in face-to-face, telephone, and online surveys to explore rea-
sons people give for being willing (or unwilling) to participate in a hypothetical 
survey. Those who said they would be willing to participate cited things like want-
ing their opinions to be heard or wanting to contribute to the research goals, or their 
interest in the topic of the survey or the incentive associated with participation. 
Those who said they would not be willing to participate gave some general reasons 
– not interested, too long, too little time – as well as a large number of responses 
that were classified as privacy-related (e.g., Don’t like intrusions; don’t like to give 
financial information). A large number of responses pertained to survey character-
istics, such as the topic or the sponsor, and a small number of comments indicated 
that respondents did not view the survey as offering enough benefits to make par-
ticipation worthwhile.

These reasons can be reliably coded into a relatively small number of general 
categories – an egoistic-altruistic dimension (for example, “For the money,” “To 

http://hrsonline.isr.umich.edu/


methods, data, analyses | Vol. 11(2), 2017, pp. 115-134 122 

help with the research”), another having to do with situational characteristics (for 
example, “I’m too busy,” “I’m retired, so I have the time”), and still others having 
to do with characteristics of the survey (“It’s too long,” “I trust the sponsor”). Such 
categories could be used to develop a set of exhaustive, mutually exclusive reasons 
for (non)response, which in turn could be used to test hypotheses or theories about 
survey participation (Singer, 2011). 

We have also asked respondents whether they would, or would not, be willing 
to permit researchers to make use of paradata – data automatically produced as 
a byproduct of answering survey questions on web-based surveys – both in con-
nection with hypothetical vignettes and after completing an actual online survey 
(Couper & Singer, 2013; Singer & Couper, 2011), and followed this with open-
ended questions about the reasons for their response. Exploratory questions about 
whether, and why, respondents would forbid or allow the use of paradata helped 
clarify the experimental results and can serve as the basis for subsequent quanti-
tative surveys. For example, although we explained to respondents that we never 
track their browsing behavior, a large number of answers to open-ended questions 
referred to concerns about tampering with the respondent’s computer, making clear 
that we had failed to reassure respondents on this point. Subsequent studies could 
test whether alternative reassuring messages are capable of reducing these concerns 
and increasing rates of participation. Recording and analyzing the responses given 
when respondents are asked for consent to linkage to administrative records (e.g., 
Sakshaug et al., 2012) or for physical or biomedical measurement (e.g., Sakshaug et 
al., 2010) could similarly help to identify and address reasons for non-compliance.  

Examples also exist in other domains of the use of open-ended questions to 
aid in testing substantive or methodological hypotheses (our focus here being on the 
latter). For example, Yan, Curtin, and Jans (2010) used an open-ended question on 
income to measure trends in item nonresponse, which they hypothesized as being 
inversely related to trends in unit nonresponse. Mason, Carlson, and Tourangeau 
(1994) used an open-ended question to clarify the subtraction effect in answering 
part-whole questions. Tourangeau and colleagues (2014, 2016) used open-ended 
questions to understand the effect of using examples in survey questions.

2.5 Some Other Uses for Open-Ended Questions

In addition to those just discussed, we have found three other uses for open-ended 
questions. One relatively trivial use is as a check on the coding of the closed ques-
tion that precedes the open-ended probe. In one particularly dramatic example 
drawn from our own research (Couper et al., 2008, 2010) we discovered, as a result 
of working with the open-ended responses, that the codes for answers to the ques-
tion about willingness to participate had been reversed: Those who had said they 
would be willing to participate had been coded as if they would refuse, and vice 
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versa. Less dramatic examples occur more frequently: Someone who checks “9”, 
indicating great willingness to participate, then enters a response to the open-ended 
probe that indicates the reverse – for example, “I probably wouldn’t answer these 
kinds of questions in a face-to-face interview.” It is then possible to correct the 
response to the closed question or, if the correct coding is not obvious, omit it alto-
gether. Though most of the time they may not be worth the extra effort required, 
such checks can help to uncover problems with the closed question preceding the 
probe, and if even small errors cannot be tolerated, the effort may well prove worth-
while.

Still another function of open-ended questions appears to be to permit respon-
dents to give more socially undesirable answers to threatening questions. This 
function was already pointed out by Blair et al. (1977) with respect to reports about 
sensitive behaviors such as the amount of alcohol drunk and the frequency of sex-
ual intercourse. Compared with closed questions, open-ended questions elicited 
reports of a greater average number of drinks and more frequent sexual behav-
iors, whereas reports about non-sensitive behaviors, such as participation in sports, 
were not affected by the form of the question. In a subsequent study Tourangeau 
and Smith (1996) found that “responses to open-ended questions generally fell 
between responses to the two closed versions,” one of which had response options 
emphasizing the low end of the sex partner distribution, the other emphasizing the 
high end. Dykema and Schaeffer (n.d.), reanalyzing the original study by Blair et 
al. plus additional experiments, concluded that “while closed questions result in 
higher reports of occurrence, the means among those engaging in the behaviors 
are usually greater with open questions.” They attribute the difference in means to 
three factors: the composition of the sample, which is affected by whether a filter 
question is used; more frequent reporting of high frequencies with open questions; 
and whether those who report never engaging in the behavior are included in the 
analysis. In fact, they find that “open questions produce higher estimates of means 
for nonthreatening as well as threatening behaviors, and do not always do so for 
threatening questions (p. 24).”

Our research appears to have uncovered another version of this effect on the 
reporting of socially undesirable feelings. In research exploring race of interviewer 
effects using real and virtual interviewers, Krysan and Couper (2003) found some 
cases where white respondents (for example) gave more negative responses to live 
interviewers than to virtual ones. In qualitative debriefings of respondents, some 
mentioned that talking to an interviewer gave them an opportunity to explain their 
choice of responses; in the virtual interviewer condition (as on the web; see Krysan 
& Couper, 2005), they could only pick one of the response options provided, without 
the opportunity to justify their choice. Building on this observation, Couper (2012) 
conducted a web-based experiment in the Netherlands, using a series of questions 
on attitudes towards immigrants. Half the respondents were given the closed-ended 
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items, while the other half were presented both the closed-ended responses and an 
open-ended text box in which they could (if they wished) offer an explanation for 
their choice of responses. Surprisingly, offering such an option was associated with 
significantly more positive views towards immigrants. One alternative explanation 
is that the added open question encourages deeper cognitive processing of the ques-
tion (i.e., thinking of reasons for or against endorsing the statement), potentially 
leading to more moderate views. Clearly, this finding suggests more research is 
needed on the role that optional open questions may play in the response process.

It is common in web surveys to limit respondents to one of the available 
options. In paper surveys, no such restrictions can be made (see Couper, 2008), and 
it is not uncommon for respondents to avail themselves of the opportunity to add 
additional information. Similarly, in interviewer-administered surveys, respondents 
often qualify their answers, express uncertainty, and the like. Much of this infor-
mation is ignored in the interviewer’s entry of the responses into the computer or in 
the keying of paper questionnaires. Automatic recording of the verbatim responses 
makes Schuman’s (1966) idea of the random probe much more feasible, both for 
substantive and for methodological purposes. Adding such probes in web surveys, 
as Behr and her colleagues (2012, 2013, 2014) have shown, is relatively easy. If 
responses to such follow-up questions are not required, this is unlikely to have a 
negative effect on survey response. 

A final use of open-ended questions is the “anything else” question sometimes 
appended to a structured questionnaire or interview: “Is there anything else you 
would like to tell us?” or “Are there any other comments you would like to make?” 
This is a write-in with a large text box in self-completion surveys (whether paper 
or web), or an open-ended question where the interviewer is supposed to record the 
answer verbatim, in interviewer-administered surveys. Often such responses are 
ignored or – at best – briefly scanned for key concerns, but rarely systematically 
coded and analyzed. Such a question may help give voice to respondents and may 
in turn provide us with valuable information, provided we make use of the informa-
tion contained in the responses. As Peter Lynn has suggested (personal communi-
cation), such questions could be used to determine whether their inclusion affects 
response rates or panel attrition, or whether they affect related matters, such as 
respondent satisfaction with the survey.

3 Technological Developments Facilitating the 
Use of Open-Ended Questions

We’ve already noted that recent technical developments are facilitating both the 
capture and analysis of open-ended responses. In paper-based surveys, interview-
ers were either expected to transcribe the respondent’s verbatim answers to open 
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questions, or to record them for later transcription, coding, and/or analysis. With 
the advent of computer-assisted interviewing, early concerns about requiring inter-
viewers to type such responses into the computer proved to be largely unfounded 
(see, e.g., Bernard, 1989; Catlin & Ingram, 1988), but the introduction of CAPI may 
have served to accelerate the decline in the use of open-ended questions.

Field interviewers were often required to carry tape recorders to record entire 
interviews for quality control or methodological research purposes. Despite the 
intrusiveness of these devices, respondent consent rates to recording interviews 
were relatively high (see, e.g., Dykema et al., 1997; see also McGonagle et al., 2015). 
However, the equipment presented logistical difficulties for interviewers, both dur-
ing and after the interview. Administrative effort was associated with labeling the 
cassettes and mailing them to a central office. Confidentiality concerns were raised 
regarding the handling and storage of the physical media. Analog cassette tapes 
also presented a big hurdle for coding and analysis. Coders had to search through 
the tapes to find the relevant sections, or be forced to listen to the entire interview. 
While the logistical and administrative procedures were somewhat less onerous 
in telephone surveys (e.g., larger keyboards made typing of open-ended responses 
easier, centralization facilitated the handling of recording equipment and cassettes), 
analysis of the responses or coding of the recordings remained a burdensome activ-
ity, and one that was hard to do selectively.

The development of digital recording devices made the capture of open-ended 
responses – and indeed the verbatim responses to all questions in the survey – much 
easier. Almost all laptop or tablet computers have the built-in capability for digital 
recording, obviating the need to carry additional equipment. Further, such record-
ing can easily be integrated into the computer assisted interviewing (CAI) soft-
ware (e.g., Thissen et al., 2013). Indeed, this tool, now known as computer-assisted 
recorded interviewing (CARI; see Arceneaux, 2007; Hicks et al., 2010; Thissen, 
2014; Thissen et al., 2013) is a standard feature of some CAI systems. This brings 
several benefits for capture: 1) no need for additional equipment (although some 
laptop microphones are not ideal for recording both interviewers and respondents; 
see Hansen et al., 2005); 2) the consent process can be automated as part of the 
survey instrument (recording is automatically activated upon consent); 3) selected 
parts of the survey (sections or individual items) can be recorded; 4) sound files 
can be encrypted and transmitted to the central office as part of the regular send/
receive activities; and 5) sound files can be easily identified (e.g., by sample ID and 
question number), facilitating the task of finding particular questions to listen to, 
transcribe and/or code. Although much of the work using CARI has focused on 
evaluating interviewer performance, we believe the tool also has great promise for 
revealing what respondents are saying – and how they are saying it, in response to 
both to open-ended and (ostensibly) closed-ended questions. 
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In similar fashion, the increased use of web surveys (relative to paper) makes 
the task of capturing typed responses to open-ended questions easier and more 
amenable to analysis. While adding such questions to web surveys may increase 
the perceived burden on respondents, making such questions optional may reduce 
this effect. Further, using randomization (as envisioned by Schuman, 1966) could 
further mitigate any negative consequences. Giving respondents an option to voice 
their own opinions may even have positive consequences, although this is largely 
untested (as we discuss elsewhere). Analysis of these responses from web surveys is 
facilitated by the fact that they are already in digital form.

Turning to analysis, a number of recent developments have made the analysis 
of open-ended data a much more tractable task. Specifically, recent improvements 
to several software packages for qualitative analysis make them more useful for the 
analysis of responses to open-ended questions (see Hughes, 2011). Further infor-
mation on developments in the area of computer assisted qualitative data analy-
sis (CAQDAS) can be found at the website http://www.surrey.ac.uk/sociology/
research/researchcentres/caqdas/support/analysingsurvey/.

While not replacing the role of the researcher in developing and identifying 
themes for coding, these packages facilitate the task of coding itself.

The rapid development of software tools to facilitate the coding and analysis 
of textual materials in social media – whether through text mining or text analyt-
ics or more straightforward sentiment analysis – is expanding the opportunity for 
researchers to make use of fully-automated or semi-automated processes for coding 
of open text (see, e.g., Shonlau & Couper, 2016; Klochikhin & Boyd-Graber, 2017). 
Generic text analytic software, such as the natural language toolkit for Python 
(www.nltk.org; see also Bird et al., 2009) further facilitates the task of analysis. 
While these tools have not yet been widely embraced by survey researchers, and 
further exploration and evaluation is needed, they offer great promise for making 
the analysis of open-ended question less costly and time-consuming. 

Another area of promising development lies in software to convert recorded 
speech to text. While such speech recognition software might not be ready for the 
task of converting large numbers of short segments to text (most systems require 
extensive training to improve recognition for a single user), they can potentially 
assist in substantially reducing the burden of manual transcription that is necessary 
for computer-assisted analysis of qualitative data. Recent advances in speech rec-
ognition, along with the development of powerful software tools to facilitate coding 
of text, promise to change the cost and effort equation for dealing with responses to 
open-ended questions.

http://www.surrey.ac.uk/sociology/research/researchcentres/caqdas/support/analysingsurvey/
http://www.surrey.ac.uk/sociology/research/researchcentres/caqdas/support/analysingsurvey/
http://www.nltk.org
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4 Discussion
Instead of simply forcing respondents to agree (or otherwise) with the statements 
we proffer, or pick one of the responses we provide, we can give them an oppor-
tunity to tell us what’s on their mind with respect to the topic under discussion 
– whether by offering an explicit open-ended question or by capturing everything 
they say during the interview. Wenemark (2010) suggests that this may empower 
and motivate respondents, and O’Cathain and Thomas (2004) go further in suggest-
ing that open questions may help redress the power imbalance between researchers 
and respondents. However, this in turn obliges us to listen to what they say or read 
what they write.

We live in the digital age, where textual responses are readily analyzable using 
powerful text-analytic software, and where digital recordings of oral responses are 
increasingly amenable to automatic transcription. The cost of capturing this addi-
tional information has been dramatically reduced, and the ease with which it can 
be coded and analyzed has greatly increased. Yet we still seem to be operating as 
if paying attention to what respondents say – and the way they say it – is too costly 
and time-consuming for quantitative study. 

The primary barriers to including open-ended responses in questionnaires or 
capturing verbatim responses relate to 1) concerns about lengthening the interview, 
2) the risk of digression, 3) relying on interviewers faithfully recording the infor-
mation, and 4) the cost of transcribing, coding and analyzing the resulting data. We 
address each of these objections briefly in turn.

The first two concerns are related. By encouraging respondents to provide 
open-ended responses, it is believed that interview length is increased and that 
“bad” respondent behavior is encouraged. Similarly, if interviewers are seen writ-
ing down everything that respondents say, this may encourage digression. While 
legitimate, these concerns are often taken to the extreme, leading to an avoidance 
of any open questions. By capturing responses unobtrusively, we reduce the risk of 
digression, and need to rely less on interviewers to record the responses as accu-
rately as possible. Having interviewers paraphrase the respondents’ answers to 
open-ended questions may still be valuable, but this could easily be supplemented 
with the actual words used by the respondents. Giving respondents an opportunity 
to voice their own views in their own words on key topics covered in the survey 
may well increase respondent engagement in the interview. This may be especially 
valuable in panel surveys, where cooperation in later waves is an important consid-
eration.

The costs of processing and analyzing the open-ended responses remain a key 
concern. Recent software developments have made this a less-onerous undertaking, 
but it still requires effort. However, with digital recording, analysis can be done 
selectively, focusing on key questions identified prior to the start of data collec-
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tion (e.g., those subject to random probes) or identified during data collection (e.g., 
by using paradata analysis of keystrokes to identify potentially problematic items). 
Further, selected subsets of interviews can be analyzed, potentially focusing on 
key subgroups of interest, such as those who provided a particular type of response 
or those who gave an indication of having difficulty with the question (again, as 
revealed through paradata; see Couper et al., 1997; Couper & Kreuter, 2011). In 
other words, technology has made it much easier to identify selected segments of an 
interview, and to identify subsets of interviews, questions, or respondents for more 
intensive analysis, reducing the effort and expense of such work.

As we have said earlier, we are not advocating a return to the days of unstruc-
tured interviews. Rather, we are arguing for the judicious use of open-ended ques-
tions to support the methodological goals outlined earlier. The verbatim responses 
we get to closed-ended questions, long ignored by survey researchers, may open up 
whole new areas of important methodological inquiry, providing valuable insights 
into the meaning and quality of the information respondents are providing as well 
as their motivation (or lack of it) for doing so.

We believe that the time has come to give greater voice to respondents in stan-
dardized surveys – to give them an opportunity, within the constraints of a struc-
tured interview, to express their views on the topics addressed in the survey in their 
own words. This is relevant to both interviewer-administered and self-administered 
surveys. Opening up the standardized survey in this way can be of benefit both to 
respondents (giving then a greater sense of engagement in the interaction) and to 
researchers (giving us more richly textured data on the topics we are studying and 
providing methodological insights into the process itself). Technological develop-
ments have facilitated this change, but inertia has inhibited us from using them to 
achieve these goals. 
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